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We are back to Rio de Janeiro! After the first meeting in this city in 1986, the ENCIT -
Brazilian Thermal Science Meeting, was held in Aguas de Lindéia (SP) in 1988, in Itapema
(SC) in 1990, and returns to Rio de Janeiro as a well established event promoted by ABCM,
the Brazilian Society of Mechanical Sciences. The IV ENCIT was held on december 1 - 4,
1992 at the Rio Palace Hotel.

This volume contains the technical papers presented at the IV ENCIT. Out of the 200
submitted papers, 172 were accepted for publication, 24 of which are from abroad. These
papers were selected after a carefull review process which involved 29 lead scientists from
15 different institutions from 10 states, and with the contribution of 160 reviewers from all
over the country. We believe that this review process, besides facilitating the organization
of the meeting, enhances the participation of the community in the early stages of the

organization. Six invited lectures were presented at the IV ENCIT, and are also included
in this volume.

Due to the success of the short courses in previous meetings, three short courses were
offered at the IV ENCIT by specialists in the areas of Refrigeration, Multi-phase Flows and
Computational Heat Transfer and Fluid Flow.

A new initiative in this event was the organization of the 1°* Thermal Engineering Sym-
posium, SIENT-92, held simultaneously with the IV ENCIT. The objective of the SIENT-92
is to promote the interaction among researchers from the industrial and academic sectors.
The idea which triggered the organization of the SIENT-92 came from the observation that
the participation of the industrial sector in previous events promoted by ABCM was either
in the format of plenary lectures offered by high-ranking managers, or through the presen-
tation of papers in technical sessions. Although both types of participation are considered
of great importance and should, therefore, be maintained in future events, the opportunities
for cooperation were limited, probably due to the necessarily general scope of the former
and the specific character of the latter. It is believed that a presentation of research areas,

problems, or future lines of development made by industrial researchers can bridge this gap
and promote the desired cooperation.

With this objective, researchers from several brazilian industries were invited to present
their research and development problems, emphasizing the opportunities for cooperation
with the academic sector. The asbstracts of these presentations are included in this volume.

The practical results of this initiative can only be measured a posteriori by the joint
research programs which happen to be conducted in the future by Industry and University.
We hope that the SIENT be well received by the thermal engineering community, justifying
its organization in future events.

Finally, we would like to acknowledge the invaluable work of the Technical Committee
and of the reviewers who participated in the IV ENCIT. Theirs names are listed in the
following pages. Our sincere gratitude goes to the sponsors of the meeting who, even during
these times of severe budget limitations which we are facing, were able to understand the
importance of the IV ENCIT, and through their financial support made its realization
possible.

Welcome to the ENCIT / SIENT /92!

Organizing and Editorial Committee




Voltamos a Cidade do Rio de Janeiro! Apés o primeiro encontro realizado nesta cidade
em 1986, o ENCIT — Encontro Nacional de Ciéncias Térmicas — ocorreu em Aguas de
Lindéia (SP) em 1988, em Itapema (SC) em 1990 e agora retorna ao Rio de Janeiro como
um evento consolidado e sempre promovido pela ABCM — Associacao Brasileira de Ciéncias
Mecanicas. O IV ENCIT foi realizado no periodo de 1 a 4 de Dezembro de 1992 no Rio
Palace Hotel.

Dos cerca de 200 trabalhos técnicos submetidos ao ENCIT-92, 172 foram aceitos e estao
publicados neste volume, sendo que, deste total, 24 sao provenientes do exterior. Estes arti-
gos foram selecionados apés um criterioso processo de revisao envolvendo 29 coordenadores
técnicos, pertencentes a 15 diferentes instituicoes de 10 estados, e empregando cerca de 160
revisores de todo o pais. Acreditamos que este processo de revisao descentralizado facilita
o trabalho da comissao organizadora, além de aumentar a participagao da comunidade
nacional nas etapas preparativas do evento.

Seis palestras convidadas foram apresentadas e seus textos fazem parte deste volume.
Devido ao sucesso dos cursos em eventos anteriores, no ENCIT-92 foram oferecidos trés
mini-cursos de aperfeicoamento, por especialistas das ireas de Refrigeracao, Escoamento
Multifasico e Computagao em Mecanica dos Fluidos e Transferéncia de Calor.

Uma inovagao no presente evento foi a realiza¢ao do I Simpésio de Engenharia Térmica,
SIENT-92, paralelamente ao IV ENCIT. O objetivo da realizagio do STENT-92 é incentivar
o intercambio de idéias e a colaboragao entre os setores académico e industrial. Observou-se
que a participagao do setor industrial nos eventos anteriores promovidos pela ABCM ocorria
na forma de palestras normalmente proferidas por diretores ou presidentes de inddstrias ou
através da apresentacao de trabalhos técnicos especificos. Ambos os tipos de participagao
sao extremamente importantes e, portanto, devem ser mantidos em eventos futuros. No
entanto, as oportunidades de efetiva colaboragao entre os setores académico e industrial
dificilmente se concretizavam, talvez devido ao cardter necessariamente geral das palestras e
demasiadamente especifico abordado nos trabalhos técnicos. Acredita-se que a apresentagao
de linhas de pesquisa, problemas atuais ou futuros desenvolvimentos por representantes de
setores técnicos das indistrias possa vir a preencher este espago, proporcionando a desejada
interacao entre os participantes.

Com este objetivo, representantes do setor industrial brasileiro foram convidados a
apresentar palestras versando sobre seus problemas de pesquisa e desenvolvimento, en-
fatizando as possiveis 4dreas de cooperagao com o setor académico. Os resumos destas
apresentagoes estao publicados neste volume.

Os resultados do SIENT-92 sé poderao ser devidamente avaliados a posteriori atraveés
das colaboragoes entre universidades e empresas que efetivamente vierem a se concretizar.
Esperamos que o SIENT seja uma iniciativa bem recebida, que desperte o interesse da
comunidade de engenharia térmica, justificando sua organizagido em eventos futuros.

Finalmente, gostariamos de agradecer a valiosa colaboragao dos coordenadores técnicos
e revisores que participaram no IV ENCIT. Seus nomes estao listados nas paginas seguintes.
Nossos sinceros agradecimentos sao também estendidos aos patrocinadores, que mesmo
nesta época de severas contengées de investimentos a qual atravessamos, souberam com-
preender a importancia da realizagao deste evento.

Bem vindos ao ENCIT/SIENT /92!

Comissao Organizadora e Editorial
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THE MODELING OF FLOW REGIME TRANSITION

R.T. Lahey, Jr.& D.A. Drew
Center for Multiphase Research
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Troy, NY 12180-3590 - USA

ABSTRACT

An experimental and analytical study on the relationship between void waves and flow
regime transition are presented for the bubbly/slug flow regime transition. It is shown that
void wave instability signals a flow regime transition.

INTRODUCTION

It has been proposed [Bouré, 1988] that void waves may
trigger a flow regime transition. That is, a propagating per-
turbation in void fraction may induce a local instability which
leads to a bubble/slug flow regime transition. The low pres-
sure air/water data of Tournaire [1987] in vertical conduits
have indicated the presence of two distinct void waves; one
associated with the kinematic void wave of bubbly flow, and
the other associated with Taylor bubbles in slug flow. Unfor-
tunately the details of the bubbly /slug flow regime transition
could not be easily seen in this study. In addition, it has been
proposed by Bouré {1988] that existing two-fluid models are
not able to predict the observed flow regime transition without
the use of an empirical topological closure law [Bouré, 1988|
which implicitly introduces a physical model for flow regime
transition.

It is the purpose of this paper to address some of the
shortcomings in these prior studies. It will be shown that void
wave instability signals a bubbly/slug flow regime transition,
and that such transitions can be predicted using appropriately
formulated two-fluid models which do not rely on empirical
topological closure laws.

DISCUSSION

Let us begin with the consideration of a generalized mul-
tidimensional two-fluid model. The ensemble-averaged con-
servation equations governing each phase are [Lahey & Drew,
1990):

Mass conservation

9 (oupy)
at

Momentum Conservation

+ Vo (arprtr”) = Tk

3 (axpi ;")
at
=Ve [ak (;T: +£fe)] +

+ arpig + My; —~ My, + 0Tk
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+ Ve (crpi 8" B
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where,

Energy Conservation
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where,

e

Qx = qi /P
The associated interfacial jump conditions are:

Mass jump

N
S Te=0 0
k=1

Momentum Jump
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N
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k=1
Energy Jum
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¥
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where m? are the surface-tension-induced interfacial forces,
and E_:’ is an interfacial energy source.

In the above equations, the volume fraction of phase-k
is defined to be the ensemble average of the phase indicator
function,

(7a)

and the two types of ensemble-averages that appear in the
equations are:
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T (1) = Xafu/ o (76)

and

2 (a) (7
In order to close the two-fluid model we must constitute the
various parameters in Egs. (1)-(6). In order to simplify the
model we shall drop all averaging notation from here on.

For bubbly flow, a number of closure relations can be
calculated by assuming the irrotational flow of an inviscid fluid
around a single sphere using cell model ensemble averaging
techniques [Arnold et al, 1989).

For example, the bubble-induced Reynolds stress tensor
for the continuous liquid phase is given by [Nigmatulin, 1979],

= Xxpr fr [ o by

Qe = peaglasy, v, +be(v, o v,)]] (8)
where the bubble-induced parameters are given by [Bieheuvel
& van Wijngaarden, 1984, a; = — 3, and, b, = — .

The interfacial momentum transfer is obtained by taking
the results of Arnold et al [1989] and adding an appropriate
empirical drag force, which is due to the boundary layer build-
up on a sphere (ie, shear) and its separation (ie, form drag),
and by adding the lateral lift force computed by Drew & Lahey
[1987]. The derivation of these terms assumes inviscid flow
around spherical bubbles.

The resulting liquid-phase volumetric interfacial momen-
tum transfer force for adiabatic, incompressible air/water bub-
bly flows is [Park, 1992]:

My, = Com0gPey,, + Crot0gpev, X V X v,+
+ Cragpew, ¢ Vol + Caayp, {yr o (Vy, + VaT) +

+(Veuv )y, | —puVa, +b,pe (v, ov.) Voy,+ (9)

C e
+ aspe(y, » Voy)u, + échAi lv,| 2+

+ Crpeagy, X V X v,

where, the virtual mass acceleration is,

) 2
Gym = (gﬂgov)yf—(aﬂvv)ﬂe

The parameter Cp is an appropriate interfacial drag coeffi-

cient and A;" is the interfacial area density, which for monodis-

persed bubbles is, 3a;/ Ry. An inviscid calculation for a sphere

ylelds {Park 1992): Cp = _i,Cm, = ;,C‘,m = CrL 4+ Crat =
3:C1=3%,C2 = —55,8, = —35,b, = 35.

It shou]d be noted that for some flow situations various
terms in Eq. (9) are more important than others. For exam-
ple, the first term on the right hand side of Eq. (9) is the
virtual mass force. It will be quite important for two-phase
flows which undergo rapid acceleration, but it is negligible for
quasi-steady-state flows. Nevertheless all terms which involve
space and time derivatives will influence the eigenvalues of the
two-fluid model.

The effect of surface tension can be modeled for small
bubbles by assuming that the interface is a shell made up of
nearly rigid elastic material. The role of the resultant interfa-
cial stress field is to hold the bubbles in a spherical shape. Its

(10)

pP-2

ad
3t (angEg} +Ve (“gﬂo” )

effect is to transfer momentum in much the same way that the
stress tensor transfers stress. The resultant interfacial jump
condition is:

My,=-M;+Ve [ag (g’-l'(pgi_P&)ér)] (11)

where, the surface stress tensor is [Park, 1992],
o a pe |G.u, v, +3,(u o )I] (12)

=a = —T s A —;
and for a sphere, a ———ib“ Also, f herical bub
P 18s = 75500 = op- so, for spherical bub-

bles, (pg: — pe,) = 20/Rs.
= 0. In addition, an inviscid calculation shows [Arnold et
1989],

We normally assume that, E, =

g
-g
a.

Api & pu—pe= Cppelv, ? (13)

where, for a rising sphere, C, = 0.25. In contrast, for an
oblate spheroid [Lance & Bataille, 1991}, 0.6 < C,, < 1.7.

Combining Egs. (9), (11), (12), (13) and (2), and neglect-
ing any shear-induced turbulence in the liquid, the resultant

phasic momentum equations for adiabatic, incompressible
air/water bubbly flows are:
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(15)

If needed, the mixture momentum equation can be found

by adding Eqgs. (14) and (15) to obtain:

a
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It is interesting to note that for spherical bubbles Eq. (16)
reduces the mixture momentum equation previously derived
by Wallis [1991).

VOID WAVE ANALYSIS

We seek to analyze the void wave phenomena implicit in
the two-fluid model discussed above. For convenience, let us
consider the characteristics of the equivalent one-dimensional
incompressible, two-fluid model for the case of adiabatic two-
component (ie, air/water) two-phase flow.

The one-dimensional form of the adiabatic, incompress-
ible mass and momentum conservation equations can be ob-
tained by considering the axial (ie, z-directional) component
of the phasic velocities and forces in Egs. (1), (14) and (15),
yielding [Park, 1992]:

d 3]
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where, for a spherical bubble,

Up = Ug — Up (21)
Cym = 0.5, C, =025, Cr=ap+b,¥-02,
le = Cl + 302 = —0-1, Cmg =a, + b, = -‘0.3,

Ci=a,+b, =—-0.3. (22)

If we recast Eqs. (17) - (19) into a matrix form, we obtain
the one-dimensional system of equation as,

ov ov
do +B5, =C¥+d (23)
Sy =
where,
¥ = [aguguepe|” (24)

The system’s characteristics (i.e., the void wave eigenval-
ues, r4+) can be found by solving,

det(4r — B) =0 (25)

yielding,

Do & -.—(ri — ue) =V* L5 /r* (26)
(ug — ue)
where,
* Cum — B, /2
V* = a,l 2/2 + (pg/.oe)aél (27)
oy + Ct.'m + (Pg/ﬂt}ag
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v =ao? [Cum = 32/2 + (pg/.ot]at]g _
azag + Com + (pg/pe)a (29)
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(2 + Ctp) C
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1 P + ap Cr Cs/ag O:g&g (30)
le
By =2|Chap+—2C, —C; + 22 (31)
20

The well-posedness of a two-fluid model can be found by
considering the system’s characteristic given in Eq. (26). We
note it is #* which can lead to complex conjugate eigenvalues.

As can be seen in Fig.-1, the two-fluid model is well-
posed in 0 < o, < 0.13 if we use the constitutive values for a
spherical bubble (i.e., Cy,, = 0.5, Cp =0.25,C, = —-0.2,C; =
03,Cp1 = —0.1,Cpp0 = —0.3). Interestingly, the well-posed
region decreases somewhat with increased values of virtual

mass, Cym, and may increase significantly when the interfa-
cial pressure difference parameter, Cp, is increased.

We find in Fig.-2 that the system’s characteristics also
vary with different values of the two-phase Reynolds stress
(C;), the interfacial stress (C;), as well as the velocity gradi-
ent and the void fraction gradient parameters (Cr,y and Crn2,
respectively). Interestingly, the well-posed region decreases as
the two-phase Reynolds stress is increased, which is in contrast
to the results of some previous studies [Pauchon & Banerjee,
1988] in which a more simplified two-fluid model was used.

The dispersion relation of Eq. (23) can be derived by first
linearizing Eq. (23), resulting in:

b sy,
éo—a—t— +BC e =C 6% (32)
where,
' oc
£, =S, +%5§ . (33)

We now assume a modal solution to Eq. (32) of the form,

ag - _‘—P—!ei(k:—-wt} (34)

where, k = 2w /) is the wave number and w is the angular
frequency.
We find that the only non-trivial solution is for,

det[A, — (5) B, —iC'[w] =0

The roots, w/k, of Eq. (35) yield the dispersion relation of
the two-fluid model. That is, the relationship between the
frequency and wave number of the various propagating pertu-
bations.

(35)
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It is interesting to note that for the high frequency limit,
we recover essentially the same eigenvalues as given by Eq.
(25). That is, r ~ w/k.

It is also important to note that in the propagating void
wave data, to be discussed subsequently, the wave number is

-complex (ie, k = kr + tk;). Thus, Eq. (34) can be rewriten
as:

62 — gle-kraeikg[z—Ct] {36}
where k; are the various frequency dependent damping coeffi-
cients, and C = w/kpg are the various celerities. In particular,
CZ are the two void wave celerities.

THE ANALYSIS OF FLOW REGIME TRANSITION

The data, to be discussed later, indicate that bubble clus-
ters are formed as the global void fraction is increased. Typ-
ical bubble clusters in air/oil flows are shown in Fig.- 3. If
these clusters stay intact long enough for the interestitial lig-
uid between the bubbles to drain sufficiently then the bubbles
will coalesce, forming larger bubbles. Indeed, as can be seen
in Fig. -4, this process leads to the formation of the Taylor
bubbles which characterize slug flow. It should be noted that
wake effects promote the formation of bubble clusters [Bilicki
and Kestin, 1987], while liquid phase turbulence acts to break
them up [Thomas, 1981].

The dynamics of bubble cluster formation and breakup,
as well as bubble coalescence, is fairly rapid for fluids such
as water which have relatively low viscosity. In contrast, for
the air/oil mixtures used by Park [1992], these processes occur
much more slowly, and thus they were much easier to visualize.

If a two-fluid model is to be able to predict flow regime
transition, it is necessary to develop and use new transport

equations which contain the appropriate physics. To this end,
let f(v,r,t) be the bubble (and bubble cluster) size volume
distribution function, such that f(v,r,t)dv is the number of
bubbles per unit volume, at spatial position r and time t,
having volume between v and v + dv. The bubble number
density (N'), average radius (Ry), interfacial area density
(A; ), and the local void fraction (a), are given by the zeroth,
1/3, 2/3 and first moments, respectively, of this distribution
function, and are given by [Navarro-Valenti et al, 1991]. That
is:

!

N i) = [ ~ o,z 0dv (37)

4r

Faleit) = ( ’ )m /om o f(v,1,0)dv/N" (r,t)  (38)

i

A (r,t) = (36m)1/3 / ” 02 (v, 7, t)dv (39)
1]

and,

ar,t) = fn ” vf(v,r,t)dv (40)

We also note that the average volume of the bubbles (o)

is given by,

o fom vf(v,r,t)dv
IS fv,r,t)de

The transport equation which quantifies the distribution
function can be obtained by performing a balance of the losses

(r,t) =afr,t)/N" (r,t)  (41)

and gains due to bubble cluster breakup and formation. This
is given by,

ALY | 9o (f(v,1,t0uy(r,8)] = B(v,2,8)+ Clo,1,) (42)
where u,(r,t) is the average velocity of the bubbles/clusters,
and B(v,r,t) and C(v,r,t) are the rates of bubble clusters
breakup and formation, respectively.

It can be assumed that during bubble cluster formation
or breakup, the total volume of gas does not change. For
example, a bubble of volume u and a bubble of volume (v — u)
can result in the formation of a bubble cluster of volume v.

The probability of the formation of a bubble cluster from
two bubbles (or clusters) is assumed to be proportional to the
product of their distribution functions and coalescence kernel.
The total rate of change will be given by the integral of all
possible combinations, and can be expressed as:

v

e(u,v — u) f(u,r,t)f(v—u,r,t)du—

C(v,r,t) = % f
0

J (43)
-fo e(u, ) f (w1, )f (v, 1, t)du

The first term in Eq. (43) represents the gain in the
number of bubble clusters of volume v due to groupings of
smaller bubbles (or bubble clusters). The second term in Eq.
(43) represents the loss in the number of bubbles of volume v
due to the grouping of a bubble of volume v with any other
size bubble. The factor of one-half in the first term avoids
double counting.

Next, the change of f(v,r,t) due to bubble cluster break-
up is given by:

oo v
b (u,v) f(u,r,t)du —[ b (v,u) f(v,1,t)du
’ (44)
This equation implies that the gain of f(v,r,t) due to
breakup of bubble clusters of volume v depends on the distri-
bution function of the bubble clusters with volume bigger than
v being shattered, multiplied by a breakup gain rate, b (u,v).
It also implies that the loss of f(v,r,t) due to the breakup of
bubble clusters of volume v to produce smaller bubble clusters
(or individual bubbles), depends on the distribution function
of bubbles of volume v, multiplied by a cluster breakup loss
rate, b%(v,u). The relationship between these two kernels
can be obtained by using the condition that the void fraction
gained from cluster breakup has to be equal to the loss due to
breakup. This condition can be expressed by integrating the
breakup loss and breakup gain kernels over all the volumes

that gain from bubble cluster breakup:

B = |

L

fo " b e = / " ubC (u, v)du (45)

0
In the particular case in which one asumes that the bubble
clusters break in half. Eq. (45) reduces to:

bE (v, u) = 2b%(u,v) (46)

The mechanistic modeling of the kernels for coalescence
and breakup will be discussed in the next section.

If we substitute the bubble cluster formation and breakup
rate expressions, Eqs. (43) and (44), into the balance equation
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for the distribution function, Eq. (42), and use the constraint
given in Eq. (45), we obtain:

af(v,r,t)

200 4 Ve (o, t)a,) = /m a0 s du-

- fﬂ %ba(u,v]f(v,;,t)du—k
+ L f" c(u,v —u)f(u,r,t)f(v— u,r,t)du—

2 0
. [om c(u,v) f(u,r,8)f(v,7,t)du

(47)

It is interesting to note that the inclusion of Eq. (47), or

any of its moments, into the two-fluid model (eg, as a trans-
port equation for N ) will add another eigenvalue (A) to the

system, however it just will be the convective velocity of the
bubble/clusters, u,.

Breakup and Coalescence Kernels In order to solve the

balance equation for the probability distribution function, Eq.

(47), it is necessary to constitute the cluster bubble breakup
and formation kernels, b€ (u,v) and ¢(u,v), respectively.

An important factor in bubble cluster formation is the
velocity defect, Aug, in the wake of the leading bubble(s),
which tends to accelerate the trailing bubbles causing then to
overtake the leading bubble(s), thus forming bubble clusters
[Bilicki and Kestin, 1987].

Since the kernel C represents the volume per unit time
involved in bubble cluster formation, it can be modeled by
considering the velocity difference in the wake behind the lead-
ing bubble, and is defined as the volume V,; that the trailing
bubble has to occupy at time ¢t — dt to intercept the leading

bubble/cluster at time t, per unit time (ie, cl) multiplied
by the probability, P, for the trailing bubble to be in the
wake of the leading bubble(s). As can be seen in Fig.-5 (ie,
cross hatched area) this probability is the cross section for
bubble /bubble-cluster interaction. Hence,

Q=¥ = 21r[n rAu, (\/ - rﬂ) dr
0

where, r, = (151 + r42). and Aug is the velocity difference in
the wake of the leading bubble, which is given by [Schlichting,
1979):

(48)

o\ 2/3
Aug =k (%) ai?

and Cp is the drag coefficient of the bubble, ¢ > (ry, +13,) is
the axial separation between the centers of the two bubbles,
ki is a constant of proportionality which, together with all the
other constants that follow, can be included in a bubble cluster
formation rate, ¢, and is thus determined from experimental
data.

An appropriate drag coefficient is Harmathy’s model for
distorted bubbles:

o=t
(4

Substituting Eqs.
grating, we obtain:

(49)

1/2
9(ee — 25 )] - (50)

o(1-e)

9) and (50) into Eq. (48) and inte-

Qo1 = 3mkaryy (rp1 + i)'/ (51)
The probability that a bubble will be in the wake of a leading

bubble is assumed to be proportional to the area occupied by
the wake:

P = ksb? (52)

where b is the radius of the wake at location r, and is given
by [Schilichting, 1979]:

b = ka(roy + rea)/3r23C? (53)
Thus, the bubble cluster formation rate is:
5 A . 3 2
cor(ronsmez) = Qe P = ks [riy(ron +12)%]  (54)

The total bubble cluster formation kernel must consider
two possibilities: that bubble-1 is the leadinng bubble (c¢;) or
that bubble-2 is the leading bubble (¢s2). Thus,

¢(ro1,762) = ce1(rb1, To2) + ce2(rv2, 7o1) (55)
Substituting Eq. (54) into Eq. (55) we obtain:
e(ro1,o2) = ks [(rhy + ri2) (ror + r52)?) (56)

Now, transforming Eq. (56) in terms of bubble volumes,
u and v, we obtain:

e(u,v) = colu +v)(u'/? + b (57)

where ¢ is the rate of bubble cluster formation.

On the other hand, for the bubble cluster breakup kernel,
it is assumed that a bubble cluster of volume u will break
into a pair of bubbles (or bubble clusters) with volume v and
u — v, with a probability which is symmetric about u/2. Since
breakup is only considered for bubble clusters (ie, individual
bubble breakup is not expected to be of any importance),

there should be a minimum bubble volume above which a
cluster, instead of an individual bubble, exists and, therefore
this should be the minimum volume at which breakup will
occur. In particular, the minimum volume for breakup is that
of the maximum size individual bubble.

A convenient normalized symmetric distribution for bub-
ble cluster breakup in given by:

b (u,v) = 125031‘1&3—"111(» _—— (58)
where v, the critical volume above which the bubble clus-
ters may break into individual bubbles, H(v—v,) is the Heav-
iside step operador, and b is the rate of bubble cluster break-
up, which must be determined experimentally.
Substituting these bubble cluster formation and breakup

kernels into Eq. (47) we obtain:

af(” ) +V¢(f(v rt)u,) =

—12/ bo
—12] bo

+ Efo cou[u1/3 (v — ) P3P (a2, ) f (v — wyz, £)due

H[u—vc flu,r,t)du—

H(v —ve)f(v,r,t)du+

— fm colu + v)[ul’? + /32 f(u,z,t) f(v,r,t)du
0

(59)

Due to the obvious complexity of Eq. (59), it is not pos-
sible to solve it analytically, but since we are normally only
interested in the moments of this equation, we may proceed
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by determining the moments of the probability distribution
function, f(v,r,t).

In order to simplify the task, the bubble cluster volume
range can be divided into two groups; group-1 includes all
bubbles with a volume smaller than the critical volume, v,
thus it is comprised of the individual bubbles. In contrast,
group-2 includes the bubble clusters.

For example, if we determine the zeroth moment of Eq.
(59) for the bubbles in group-1 we obtain the conservation
equatlon for the number density of the individual bubbles

(Ny') s

"

N,
at

iy [Ms 15, N" + MgjsN," +2Myys, R" +2MysRy +

) = bo(6M_2, —4M_3,)—

+ A+ o], — (Mys, Ny +2Mys, B + A1) /2]
(60)
where u, is the average velocity of the individual bubbles and

M;, is the #** moment of f(v,r,t) for the j** bubble group
(7 = 1,2), defined as:

e [
M;, = /um v‘f(v,_r,,t)dv

Following the same procedure as before, the conservation
equation for the void fraction of the individual bubbles is given
by the first moment of Eq. (59) as

vrt

(61)

and,

(62)

601
ot

— Cp [MS)‘S;N"' + M5/3al. + 2M7!!3lRJ"+

+ Ve (alﬂgl) = bu(4M_2, — 3M_3:)

" (63)

+2MysMyys, + A; Mo, + aMs)s, — (Msfal-’\H +

+ 2My/s, Ry + A::Mz,)/zl

Similarly, the conservatio:l equation for the number den-
sity of the bubble clusters (N, ) is:

8N e
ag +Ve (N, up)= bf,(N2 +6M_o, —4M_3,)—

— €g [Ms,,!s,Nm + M513N;_" + 2M4/3,Rm+ (64)
+2My 3R, + A az + oA + (M;, /Ny +

+2My5, Ry + Ajy ) /2]

Finally, the void fraction of the bubble clusters (a) can
be determined using the fact that the total void fraction (a =
ag) is not changed due to the formation or breakup of bubble
clusters. Thus,

ay =a—ay

(65)

The determination of the conservation equations for each
of the moments involved in these equations would require an
infinite number of equations to solve for the moments of each
group, since the transport equation for moment M;; will in-
troduce higher moments and so on. Thus, it is necessary to

make some assumptions in order to close the system with a

finite number of equations. To this end, we may perform a

Taylor series expansion around the average volume for the

corresponding group in the definition of the moment M;, .
For example, let us consider:

M, = [ v' f(v)dv (66)
0
A Taylor series expansion around volume vy yields:
v* = ) + 1057 (v — vp) (67)
Hence, Eqgs. (66) and (67) imply,
M;, ~ f [v§ + 1v5 ™" (v — vo) ] f(v)dv
Thus, Y
M;, ~ (v — iv) f f(v)dv + iv}~ 1/ vf(v)dv
0
Using Eq. (37) and (40):
M;, ~vh(1— 4N, +ivi tay (68)

If we take vg as the average volume of the bubbles in
group-1, #;, Eq. (41) implies:

e oy
A g =2 69
Y = 0= (69)
Hence, Eqgs. (68) and (69) yield:
& i £ i—1
M;, ~ (—,1,;) (1—1]N1 +3( ,1,.) ay =
N, N (70)
ay $ i 3 e
= (}W) Ny =91N,
1
In general, we have
M;, ~ 9N, (71)

where #; is the average volume of the bubbles in group-j, and
is given by a definition analogous to the one in Eq. (41). That
is,

(72)

This approximation allows one to obtain the #** moments
as a function of the independent variables, N:', al,N;" and
a2, and thus the system is closed with four transport equa-
tions in addition to the six conservation equations for phasic
mass, momentum and energy. That is, if we substitute the
approximation given in Egs. (71) into the balance equations
for the number density of the individual bubbles, Eq. (60),
we obtain:




aN,"
61 + Ve (N, ‘_191):!’0N2 (6‘_’2_2_4'72_3}-
— g ul*“N N" +(5/3N +w53/2N, )N +
5473

+ 20,
_4/3

N (3PN +0y/°N,') + 20PNy (540N +
Ny )+ 5N, (52PN, + 02Ny )+

02N (BN, + 52Ny ) — 2053 N, ’-’}

5 L2

(73)

Now, introducing the definition of the average volume

for the individual bubbles, #;, and for the bubble clusters, o5,

given in Eq. (67), the balance equation for the number density

of the individual bubbles, N1 , can be expressed in terms of
the variables o, a4, Nf and N2 as follows:

N/’
ot
s Cn(ﬁa xm Yk + a,5f3

& v . [N;ul;lgl} - b0[6a52—2 2 %3Nlr14)-—

—2,*3N & a5/3N2 ~2/3 5
+20} ;"zm

4;’3 N, —1;3 i/le 2/3+2 4/3 —1/3aéf3N

-4-0:2’f N, By a?faN;'”aag)

(74)
Following the same procedure with the other balance equa-
tions we obtain:

aNru

3!2 s (N;”'-Jg’.?J = bO(N — 603N, ® + 405 N *)—
cn(4ag"’3N2 . 2a';’f3N;””3) (75)

30: i e

S 4V o (aunyy) = bo(1057N;" — 305°N,'4) -

—co(Boy 8/3 N _2/3 + a?"aN;”_sfaNm + ag’ISN;”_Q‘{301+

+ 2&4’!31\’; ’— 1,!30-113

+ azja N, llﬁarfN;”_l o a?‘mN

N;“-;;a 4 2a7/3 N;”-qa a;/aN;”Q;a_’_
1 —2;3a2)

(76)
Before we evaluate this model for steady, fully developed

two-phase flow, it is convenient to nondimensionalize the re-
sults as:

&= ol By = Ry /vt~
ﬁm = N e/ where,
}‘i:r = A;”‘U{l;’;a/’]‘ 949 = bO/CO

The numerical results obtained for the total, 1nd1v1dual

bubbles’ and bubble clusters’ number densities, N",N{ and

"

N2 ; reSpectwely, are shown in Fig. 6. We note that for very
low &, N" ~ N1 , since the system is composed of only indi-
vidual bubbles. This indicates that for either very low void
fraction, very high breakup rates (bo), or very low bubble clus-
ter formation rates (cg), bubble clusters will not be present.
This behavior is physically reasonable.

As the nondimensional void fraction, &, is mcrea.sed N"
and Nlm increase up to a maximum and then .Nl starts de-
creasing as more bubble clusters are formed, thus N, contin-
ues increasing. This behavior continues up to a point where
a steady-state solution could no longer be obtained. On per-
forming a linear stability analysis of the system of conservation
equations for N‘f” and «, it was found that this is the point

at which the decoupled system becomes unstable.

The fact that an instability has been obtained by model-
ing the interfacial geometry of the two-phase system and the
physics of bubble cluster formation and breakup, implies that
this model may be capable of predicting the bubbly/slug flow
regime transition.

The correspondmg * toﬁ;al non-dimensional interfacial
area density, 4; = A‘1 + A;,, is plotted against & in Fig.
-7. As can be seen, ﬁ;" increases with & when the flow is pri-
marily individual bubbles. However as & is further increased,
it reaches a peak and then decreases as a significant number
of bubble clusters are formed.

On the other hand, as can be seen in Fig. 8, the steady-

state solution for ﬁb, the effective mean bubble radius, in-
creases slowly for small & but then starts increasing rapidly
as large bubble clusters (having large equivalent bubble radii)
are formed.

In order to complete this model, it is necessary to deter-
mine the relationship of the parameters used herein, « and v,,
with properties of the flow. This has been done empirically
using air/water data [Kalkach-Navarro, 1992]|. The results are
shown in Figs. 9 and 10, in which + and v, are plotted against
the local void fraction, ¢, and the nondimensional liquid film
drainage time, 7', which is defined as the time it takes for the
liquid film entrapped between adjacent bubbles to drain [Dou-
vliez, 1991], divided by the average time the bubble clusters
remain intact (ie, before they are knocked apart by liquid ed-
dies). The nondimensional liquid film drainage time is given
by [Kalkach-Navarro, 1992]:

_ 31.095,%u, €,”° D;°
3/2

where, u, is the relative velocity between the bubbles and the

adjacent liquid, Dy is bubble diameter and €, is the dissipation

in the liquid.

For other liquids one must multiply the right hand side
of Eq. (77) by the ratio, (8c—r,0/6c—z)/2, where 6,.— is the
critical liquid film thickness of liquid-x for bubble coalscence
to occur. For the mineral oil used in Park’s study [1992],
(8e—tr30/6c-oit)/? = 2.77.

EXPERIMENTAL PROGRAM

(17)

T

A two-phase air/oil flow loop was constructed to investi-
gate void wave propagation and bubbly /slug flow regime tran-
sition phenomena in two-phase flows. The schematic diagram
of the experimental dacility is shown in Fig.- 11.

To obtain easily observable bubbly /slug flow regime tran-
sitions, mineral oil was selected as the liquid phase. The den-
sity and the viscosity of the mineral oil used were, p,u =
0.86pyater and poi = 1164y ater-

An electromechanical shaker was installed, and used when
necessary, to generate a sinusoidal pertubation in the flow field
to improve the single-to-noise ratio. In contrast to air/water
data [Tournaire, 1987| the use of the shaker in this study was
only required at low liquid flow rates.

The measurement system was composed of four global
Auburn capacitance void probes, a differential presure mea-
surement system, and several calibrated air and oil flow rate
rotameters. As can be seen in Fig.-12, to measure the prop-
agating void waves, the capacitance probes were installed at
four different elevations along the wave guide. The output
analog void wave signals were digitized and procesed in an
IBM AT Computer.

As shown in Fig.-13, the wave guide was made of a trans-
parent plexiglas tube in which a stainless steel rod was located

t Note Eq. (71) implies, A : (36“)1‘/3M2/3



at the center of the tube. This rod was electrically grounded
and used as a part of the capacitance void gauge. Thus, the
flow area was a concentric annulus, the hydrodynamic diame-
ter of which was Dy = 17.2mm.

The develoing length for the bubbly flows in this test rig
(i.e., the distance from the inlet to the location of the lowest
void probe) was Lp =~ 55Dg. This was found to be adequate
to assure fully developed two-phase flows.

Since the maximum spacing between the void probes was
65 cm, the detectable void wave length was limited. Fortu-
nately, it has been found [Bouré, 1988] that a typical void
wave length does not exceed about 50 cm when j, < 50cm/s.

The void fraction signals detected by the Auburn impe-
dance void meter were calibrated for low liquid velocities
against a global void fraction measurement which was deter-
mined from differential pressure drop measurementes in the
wave guide.

The void wave signals were analyzed using a cross cor-
relation, Ryz(r), technique. That is, the instantaneous void
pertubations at location-1, §ex(z1,t), and location-2, da(zz,1),
were processed as [Bendat and Piersol, 1971]:

Ria(r) = hm —/ Safzi,t)é6a(za,t +1)dt  (T8)

The values of 7 for which Rj5(r) was a relative maximum
define the celerity of each void wave. For example, if we had
two distinct void waves the two celerities were determined by,

Car = Az[Tarax, (79)

Caz = Az/TMax, (80)
where, Tarax is the value of 7 for which Ri2(r) was a maxi-
mum, and Az is the spacing between capacitance void gauges
1 and 2.

A typical cross correlation function for air/oil data is
given in Fig.-14. As can be seen two distinct peaks are evi-
dent. The peak at Tas4x, is associated with the buble clusters
and that at mar4x, with the kinematic void wave of bubbly
flow.

Void wave celerities (C,) and spatial damping (k) data
have been compared with theoretical predictions. The fastest
void wave celerity was found to be due to the motion of the
bubble clusters in the bubbly flow regime, or Taylor bubbles
in the slug flow regime. It was found that the signals due to
bubble cluster propagation were strongly amplified in the bub-
bly /slug flow regime transition region, signaling a flow pattern
transition. In contrast, amplification of this void wave celerity
was significantly reduced in the slug flow regime.

The speed of the classical kinematic void wave for bubbly
flow was always slower than the speed of the bubble clusters.
The kinematic void wave signals were found to be slightly
damped at low void fraction and became significantly more
damped as the void fraction increased.

The linear dispersion model discussed previously was used
to predict void wave speed and its damping/amplification. For
purposes of comparison, the kinematic void wave and the void
wave characteristics were also considered. It was found that
the present model not only agrees with the air/oil data of Park
[1992] but also the air/water data obtained by Bouré [1988].

The Speed of Bubble Clusters and Taylor Bubbles. As
discussed above, bubbles have a tendency to group together
and form clusters. This phenomena has been previously ob-
served in air/water mixtures by Saiz-Jabardo & Bouré [1988],
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although it was not as pronounced in the air/oil data discussed
herein.

As can be seen in Fig.-15 for an air/oil mixture, the speed
of the bubble clusters increase as the void fraction is increased
in the bubbly flow regime and the bubbly-to-slug flow regime
transition region. However, when Taylor bubbles are formed
(i.e., when operating in the slug flow regime), the Taylor bub-
ble speed does not change as significantly with void fraction.

It should be noted that the bubble cluster’s celerity in the
transition region involves relatively large errors due to irreg-
ularity in the shape and size of the bubble clusters and due
to the sporadic nature of bubble coalescence. Nevertheless,
bubble cluster speed for j; = 0.0¢m/s in the bubbly flow and
transition regions was found to be well correlated for air/oil
flows by [Park, 1992]:

= Ba
Uclusters0 = ABIP

where, for oil/air flow, A = 4.385¢m/s and B = 10.73.

When void fraction was further increased, Taylor bubbles
occurred. There are many works on the terminal rise velocity
of Taylor bubbles [eg, CIiff et al., 1978]. Among these, the
most appropriate terminal rise velocity in the viscous flows
has been found to be

(81)

sy gDE(pe — py)
e

where k,;; = 0.01 was obtained by While & Beardmore [1962]
and Wallis [1969].

When j¢ # 0, the speed of the bubble custers can be
approximated by,

(82)

aluy

Uclusters — Uclusters0 T U2 = UclustersO +J'£/(l = O.') (83)
where uciusterso 1S given by Eq. (81).

PREDICTIONS OF THE DATA

A comparison of the correlations and models with the
air/oil data discussed herein is shown in Fig.-16. It can be
seen that the celerity of the bubble clusters and the Taylor
bubbles is well correlated by Egs. (81) and (82), respectively.
Moreover, it can be seen that two-fluid model, given by Egs.
(17)-(22), is able to predict the slower void wave associated
with bubbly flow. Indeed, the celerity, from the model’s dis-
persion relation, and also the kinematic void wave speed (i.e.,
the low frequency limit of that celerity), agree with the data,
and each other, rather well. Interesingly, the corresponding
eigenvalue (ie, the higher frequency limit of the void wave
celerity, r}), also predicts the speed of the bubbly flow’s void
wave at void fractions of up to about 13%, at which point the
eigenvalues become complex.

Similar agreement is seen in fig.-17 for air/water data of
Bouré [1988]. In particular, the correlation for a Taylor bubble
and the two-fluid model’s kinematic void wave speed yield
good agreement with Bouré’s air/water data [Park, 1992]. It
is important to note, however, that because of the relatively
short lifetime of bubble clusters in turbulent air/water flows,
they were not measured by Bouré [1988], although they were
visually observed.

One of the most important measurements in the air/oil
void wave experiments of Park [1992] was the measurement of
the spatial damping coefficient, kz,, (m~1). As can be seen in
Eq. (36), when kr,, <0 the propagating perturbations are
unstable.

Typical air/oil two-phase flow data are given in Fig.-18.
As can be seen the pertubations are damped for the bub-
ble flow regime (ie, kr,, > 0). However, as the global void



flow regime (ie, k7,, > 0). However, as the global void frac-
tion, o, was increased the void wave pertubations became un-
stable (ie, k;“ < 0 at a frequency of about 2 Hz), indicating
a cascade in the formation of bubble clusters, and a resultant
flow regime transition. Interestingly, Fig.-18 shows that, when
using air/oil mixtures, void wave instability was measured at
a global void fraction which was close to the point at which
the two-fluid model becomes ill-posed (ie, @ = 0.13). Never-
theless, as we shall see, a properly formulated two-fluid model
can predict the observed flow regime transition, and the in-
stability associated with flow regime transitions always occurs
prior to the system becoming ill-posed.

Once Taylor bubbles were formed, and the bubbly/slug
flow regime transition was complete, the void wave pertuba-
tion was no longer unstable (ie, k; =~ 0) as void fraction is
increased further. These quantitative measurements are in
agreement with visual observations and clearly indicate that
void wave instability signals a bubbly/slug flow regime tran-
sition.

Next, let us compare the extended two-fluid model with
the air/oil data of Park [1992]. The extended two-fluid model
is given by Egs. (17)-(22), as well as by Egs. (74), (75) , (76)
and (65). We can again write this model in the matrix form

given by Eq. (23)7, except that the state variable vector is
now given by:

W= [augugpgN;”N;”txl]T (84)

and A, B,&C are now 7 x 7, rather than 4 x 4, square ma-
trices.

The dispersion relation for the extended two-fluid model
can be determined as before, and is again given by Eq. (35).
The predicted damping coefficient, kr(m™"), for the void wave
associated with the bubble clusters (C,,) is compared with the
air/oil data of Park [1992] in Figs.-19 & 20 [Kalkach-Navarro,
1992|. We see that there is good agreement with these data.
In particular, we see that the point of neutral stability (ie,
the dark point where k; = 0), where flow regime transition
was actually observed, is well predicted and that the C,, void
wave, which is associated with the bubble clusters, becomes
unstable as the global void fraction () is increased beyond
this point, signaling a flow regime transition. Moreover, it was
found [Kalkach-Navarro, 1992] that in all cases the predicted
instability occurs before the system of equations becomes ill-
posed. Indeed, in most cases the system never became ill-
posed since near flow regime transition a; decreases rapidly
as o is increased, and thus r} and r; never coalesce (ie, they
do not become complex conjugates).

The same dispersion relation was compared with the fre-
quency dependent spatial dampling air/water data of Bouré
[1988]. Although there is not too much data available, fairly
good agreement is indicated in Figs. 21 & 22 with the ex-
tended two-fluid model’s predictions. Moreover, it is interest-
ing to note in Fig.-21 that the predicted, and measured, global
void fraction for bubbly /slug flow regime transition in this low
pressure air/water experiment was about 30%. This result is
in excellent agreement with the well-known “rule of thumb”
for the bubbly/slug flow regime transition.

These results clearly show that a properly formulated
two-fluid model is inherently capable of predicting flow regime
transition.

SUMMARY AND CONCLUSIONS

It has been shown that bubbler cluster void wave instabil-
ity implies flow regime transition, and that a properly formu-

T Noting oy = a = oy + @a.

lated two-fluid model should be able to mechanistically predict
flow regime transition. This represents a significant break-
though, one that opens the dor to the development of two-
fluid models which are free of empirical flow regime transition
criteria (ie, flow regime maps). Indeed, there does not appear
to be any fundamental reason why all flow regime transitions,

including the effect of phase change, cannot be predicted in a
similar manner.

ACKNOWLEDGMENT

This research was supported by the USDOE-BES, and
this support is gratefully acknowledged. Also, the help given
by Dr. Jean Bouré, whose pioneering research originally moti-
vated us to work on this important problem, is acknowledged.

REFERENCES

e Arnold, G.S., Drew, D.A. and Lahey, R.T., Jr. 1989,
“Derivation of Constitutive Equations for Interfacial and
Reynolds Stress for a Suspension of Spheres Using Ensem-
ble Averaging”, J. Chem. Eng. Comm., 86, pp. 430-54.

e Bendat, J.S. and Piersol, A.G., 1971, “Random Data:
Analysis and Measurement Procedures”, Wiley-Interscie-

nce.
¢ Biesheuvel, A. and van Wijngaarden, L., 1984, “Two-

Phase Flow Equation for a Dilute Dispersion of Gas Bub-
bles in Liquid”, J. Fluid Mechanics, 148, pp. 301-318.

e Bilicki, Z. and Kestin, J., 1987, “Transition Criteria for
Two-Phase Flow Patterns in Vertical Upward Flow”, Int.
J. Multiphase Flow, 13-3, pp. 283-294.

e Bouré, J.A., 1988, “Properties of Kinematic Waves in
Two-Phase Pipe Flows Consequences on the Modeling

Strategy”, Proceedings of European Two-Phase Group
Meeting, Brussels.

¢ CIiff, R., Grace, J.R. and Weber, M.E., 1978, “Bubbles,
Drops and Particles”, Academic Press.

e Doubliez, L., 1991, “The Drainage and Rupture of Non-
Foaming Liquid Film Formed Upon Bubble Impact With
a Free Surface”, Int. J. Multiphase Flow, Vol-17, No. 6,
pp. 783-803.

¢ Drew, D.A. and Lahey, R.T. Jr., 1987, “The Virtual Mass
and Lift Force on a Sphere in Rotating and Straining
Inviscid Flow”, Int. J. Multiphase Flow, 13, pp. 113-121.

e Kalkach-Navarro, S., 1992, “The Mathematical Modeling
of Flow Regime Transition in Bubbly Two-Phase Flows,”
Ph.D. Thesis, Rensselaer Polytechnic Institute, Troy, NY.

e Lahey, R.T., Jr. and Drew, D.A., 1989, “The Three
Dimensional Time and Volume-Averaged Conservation
Equations of Two-Phase Flows”, Advances in Nuclear
Science and Technology, 20.

e Lance, M. and Bataille, J., 1991, “Turbulence in the Lig-
uid Phase of a Uniform Bubbly Air-Water Flow”, J. Fluid
Mech., 22, pp. 95-118.

¢ Navarro-Valenti, S. Clausse, A., Drew, D.A. and Lahey,
R.T., Jr., 1991, “A Contribution to the Mathematical
Modeling of Bubbly/Slug Flow Regime Transition”, J.
Chem. Eng. Comm., 102, pp. 69-85.

e Nigmatulin, R.L, 1979, “Spatial Averaging in the Me-
chanics of Heterogeneous and Dispersed Systems”, Int.
J. Multiphase Flow, 5, pp. 353-385.

e Park, J.W., 1992, “Void Wave Propagation in Two-Phase

Flow”, Ph.D. Thesis, Rensselaer Polytechnic Institute,
Troy, New York.

P-9



Pauchon, C. and Banerjee, S., 1988, “Interphase Mo-
mentum Interaction Effects in the Averaged Multifield
Model: II. Kinematic Waves and Interfacial Drag in Bub-
bly Flows”, Int. J. Multiphase Flow, 14, 3, pp. 253.

Saiz-Jbabardo, J.M. and Bouré, J.A., 1989, “Experiments
on Void Fraction Waves”, Int. J. Multiphase Flow, 15, pp.
483-493. '

Schlichting, H., 1979, “Boundary Layer Theory”, Mc-
Graw-Hill, New York.

Thomas, R.M., 1981, “Bubble Coalescence in Turbulent
Flows”, Int. J. Multiphase Flow, Vol-7, pp. T09-717.

Tournaire, A., 1987, “Detéction at Etudes des Ondes de
Taux de Vide en Ecoulement Diphasique a Bulles Jusqu’a
la Transition Bulles-Bouchons”, Docteur-Ingenieur The-
se, L'Universite Scientifique at Medicale et L’Institut Na-
tional Polytecnique de Grenoble.

Wallis, G.B. 1969, “One-Dimensional Two-Phase Flows”,
McGraw-Hill.

Wallis, G.B., 1991, “The Averaged Bernoulli Equation
and Macroscopic Equations of Motion for the Potential
Motion of a Two-Phase Dispersion”, Int. J. Multiphase
Flow, 17, pp. 683-695.

White, E.T. ant Beardmore, R.H., 1962, “ The Velocity
of Rise in Single Cylindrical Air Bubbles Through Liquids
Contained in Vertical Tubes,” Chem. Eng. Sci., 17, pp.
351-361.

P-10



0.0 0.5 1.0 00 01 02 03 04 05
Cg s
_ I |C\.-7, Cp Cr C'\ le Cm‘z
1o [Caml S 1 € | € | Cma| Cmo 4 [osfoosl-0a]l-03)01]-03
I 1 Jos|o2s| 02| 03]01l 03 e | oz |loas] 02]|04]01]-03
{ 2 loclozs|o02]-03]01]-03 ¢ | 05 |o2s|-02]-03] o |-03
{ 3 los|1o]l02]-03)01]-03 7 loslo2sl-02]03)01] 0

Fig. 1,- The Effect on the Void Wave Eigenvalues of Varying Fig. 2 - The Effect on the Void Wave Eigenvalues of Varying -
Cym or Cp C,,C;,Cm or Cpna

Fig. 3 - Bubble Clusters in Air/Oil Upward Flow Fig. 4 - The Onset of Taylor Bubbles

P-11



o]

-
&

Fig. 5 - A Bubble in the Wake of a Leading Bubble Cluster

e.12
i = Ny
] . N
. . N
¢.es-
] o
2.24 -
@.22‘ S L . T I T L D
e.ea e.e< 2.ee e.12
]
Fig. 6 - Steady-state Non-Dimensional Number Density

Hr

A e A ~ rif
Ny ,N; and N

B.42

9.3

|||||||||l|1n_:||1||l-.||||||lll!l-ull}_‘_’,

®
(]
&

]
]
&7
]
-
18]

..éléé..“. 7

Fig. 7 - Steady-state Interfacial Area Density fi:-”

)
®

®
m
&

3]
1)
&

o
B
]

(4v]
)
[

E,‘)-...u_u_.l_.pu_:,l_u_!_u_l_:_u.l.u tt s i v ol renadiry

@

©
8
[W\]
9
8'
©

Fig. 8 - Steady-state Average Radius ;E_Z;,



Electrode Support

Center Electrode

100 Plexiglass Tube

Manometer Pors

2260 r

L]
281 mm
450 l! i

Bubbie Generator

Fig. 12 - Layout of Void Probes

Two-Phasa

Plexizlass Mixzure

Center

Elecirode {
] P 11 q'—-"—ﬁ-'mm ]
l e

Outer 107 = |

i Electrode .
| | 0il Tank .32 mm
! N E
lmgiefie““ i L5 Fig. 13 - Cross-Sectional View of Wave Guide
erer [ g"\ Void B, L
T | ] Jpreve

il 1

| l__‘

Toaz=1.97

Cross
Correlation

0oil :-'10“- (x .270E+00) A\;
Meter [
\ /\ M N\ a PA

VYT TR

! . | & ! | Tmax =0.784
ADC | L' Guide X 10
|

.

|

|
-

Oil Circulation ol
Pump -1 'D.

Al- Compressor

Fig. 11 - Schematic of Experimental Setup Fig. 14 - Cross-Correlation (j; = 5.71em/s; a = 14.8%)

P-13



1 | 10
i i
i i
| °
E % Damped
i .
20 i i Vit
i Tea(m”
| 1 o2 29Hz 21Hz oG T e
Uclustersd ! ! 0
(cm/s) : : 20 Hv )
1 |
| ]
: E 19 Hz
10 i E Amplitied
| |
! : I
i | !
| : 10" : - |
Bubbly | Transition | Slug 0.0 0.1 0.2 0.3
| il o 1 . | &
6] 0.1 0.2 0.3
Fig. 18 - Damping of Void Wave Signals in Air/Oil,
Fig. 15 - Speed of Bubble Clusters Je = 5.1lem/s [Park, 1992]
50
o faster celerity 15.€2+
® slowercelerity { oPark's data [1892] (j, = 0.0)
40+ fe—— Eq. (81) ]
Eq. (82) ]
30 - o/ =¥ 5.29
¢ 5 yi ]
Speed (cmifs) / kg, (@) ] .
| C::? .
20 & ]
[ v e 3
85{ E{:...\-.x.ue.a\,.[ug-uzﬁ-uz _5_;;-@j °
10 = o \!._, . / Dispersion Modal, (‘l: :_ ’
e e ]
Kinematic Void Wave, a* ]
G- ' ; : ! : 3 “15.@2 T T ;
0 0.1 0.2 0.3 e.ee e.1e¢ ezz | 0.32 o @.40
ot
Fig. 16 - Void Wave Speed Data vs. Models in Air/Oil Flows, Fig. 19 - Pf‘ediction of Damping for Air/Oil Ca, Wave
Je = 3.62cm/s [Park, 1992] (s = 0.0)
50 - 3.ee4
o Park's data [1992] (j, = 5.71 cm/s)
< faster celerity
e slower celerity
a0 2.ee
4.
. £ iy () ;
30 — 1.224
i E ]
Co - ug(cm/s) | E 3
20~ Taylor Bubble e.ee3
1 Kinematic Void Wave E
| i
10- -1.ee3
| z
!’ il ! 1 ! —2.@2‘,r-t...--. L R PO I A L AL N B O R e
b = 0.2 03 5 P cee e.es  e.12 .15 @.2¢ .25
o o
Fig. 20 - Prediction of Damping for the Air/Oil C,, Wave
Fig. 17 - Void Wave Celerities in Air/Water Data [Bouré, 1988] (e = 5.T1cm/s) ’

P-14



o
$

1 oBouré's Data[1988) _
] (§, = 0.36 m/s; f = 3.5 Hz)
]
1.2+
-k;ﬂz(m"} ]
. -]
] 3.5Hz
-1.e24
- O S

¢.ea e.1e e.22  e.32 ”"é‘.’éé“t;”éibe

Fig. 21 - Predicition of Damping for the Air/Water Caq,
Wave (je = 0.36m/s; f = 3.5H2)

5.00 4
1 oBouré's Data [1988]
3 (g = 0.36 m/s; = 5.0 Hz)
3.e2]
1.e03
a4y
']‘lnz(“) 3 v
-1.004
m; S5.0Hz
-3.e24
-5. €9 T T T T e T e

e.18 e.20 .32 o .49

Fig. 22 - Predicition of Damping for the Air/Water C,,
Wave (5 = 0.36m/s; f = 5.0Hz)

P=15



ENCIT 92 - IV Encontro Nacional de Ciéncias Térmicas, ABCM, Rio de Janeiro (Desembro, 1992)

4'" Brasilian Thermal Science Meeting

COMBUSTION IN POROUS MEDIA

Massoud Kaviany

Mahmood Fatehi

Department of Mechanical Engineering and Applied Mechanics
The University of Michigan, Ann Arbor, MI 48109, U.S.A.

ABSTRACT

Detailed description of transport and reaction in inert and combustible porous media requires ex-
aminations of: the ratio of the reaction zone thickness to the pore (or particle) size, the extent of
thermal nonequilibrium between the solid and gaseous phases, the gaseous and solid phase chemical
kinetics, and the extent of solid-gas and solid-liquid phase changes. Here we first examine the fun-
damentals of transport phenomena in porous media and then review some of the pending questions
in combustion in inert and combustible porous media. The need for the pore-level examination, for
accurate predictions, is addressed.

NOMENCLATURE
reactant A, or pre-exponential factor (min~!), or area (m?) Greek symbols
e Y a thermal diffusivity (m?/s)
reactant B h :
oy combustion front thickness (m)

Bond number (= gped*/a)

z . € porosity
specific l?eat (J;’k.g—h) ’ A wavelength
average interparticle spacing p Hensity (kg,fm:‘)
mass fraction of species A :

: a surface tension (N/m)
Qliiniter e ¢ equivalence ratio
contact diameter (m}) ‘ .
mass diffusivity (m?/s) Superscripts
dispersion tensor d S
activation energy for reaction (J/kg) ’ Tigpidd
gravity constant (in/s®) 4 solid
interfacial coefficient Sabsiripts
diffusion controlled reaction (kg/m®s) -
heat of formation (J/kg) A species A
thermal conductivity (W/m%K) a ash
reaction constant B species B
thermal conductivity tensor D Darcy
kinetically controlled reaction (kg/m?s) € effective
Lewis number f front or fluid
Peclect number g gas
gas constant (J/kg-K) gp gaseous products
Sherwood number i initial
time (s) I inert
temperature (K} . { liquid
melting temperature of pure A (K) m mass or melting point
melting temperature of product AB (K) o reference, or oxygen
adiabatic temperature (K) s solid
melting temperature of pure B (K) u upstream
velocity (m/s) us unburned solid
volume (m?) T z-coordinate
spatial coordinate (m) Others
fosas dration () local volume averaging symbol
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Combustion in
Porous Media
Inert quous Catalytic Porous Combustible Porous
Media Media Media
Gas P‘hase Liquid Phase Gas-Solid Salid Phase
Fuel Reactions Reactions
Premixed Diff Flame on the Flame Inside the No Char
e Surfac: :l the Po:::s l%le&um Forming chné:’nd iy Cht:meyr:?:cugns.
Porous Medium {in situ R
,_‘_’ (Wick) combustion)
Flame Near ur Flm Inade
on the Surfac
of the Porous Medlum
Medium
Fig. 1. A classification of combustion in porous media.
1. INTRODUCTION equilibrium between the phases and a lack of large volume-averaged

When an exothermic reaction releases a sufficient amount of heat, a
chemical reaction can be sustained in porous media. Because of the
rather large total (combined molecular, dispersive, and radiative) ef-
fective thermal conductivity the peak reaction temperature needed for
sustained reaction is lower in porous media (compared to plain me-
dia).

gaseous combustion in the radiant porous burners, or in both the

The reaction can occur in the gas phase only, as in premixed

gaseous and solid phases as in smoldering combustion, incineration,
and in combustion synthesis. The concentration or dominance of reac-
tion (a heat source) in one of the phases causes a local thermal (and
through the chemical kinetics, a chemical) nonequilibrium. Associ-
ated with large pores (or particles-) is a large gradient in temperature
(and concentration) across a pore (i.e., for large pores the reaction
zone is only a few pore size thick), and therefore, conventional local
volume-averaged treatments cannot accurately describe and plzedict
the transport and reaction and the need arises for some modifications
based on detailed pore-level examinations. Figure 1 gives a classifica-
tion of combustion in porous media. The selection of subdivisions are
arbitrary, but reflect the present applications involving combustion in
porous media. In the following the existing treatments of conduction,
dispersion, and radiation in porous media are discussed. Then, com-

bustion in inert and combustible porous media are critically reviewed.

2. TRANSPORT PHENOMENA IN POROUS

MEDIA

Figure 2 shows how the investigation into the transport phenomena
and Tteaction, as related to combustion in porous media, is presently
approached. The experimental treatments have been mostly around
collection of the chemical kinetic data and measurement of tempera-
ture and the flame (premixed gas in inert porous media) or front (com-
bustible porous media) speed. The local volume-averaged theoretical
treatments is the most common analysis technique used. Figure 3
shows the various features of conduction, convection, and radiation
addressed in the local volume-averaged treatments. This technique is

generally based on the assumptions of the presence of local thermal
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gradients in temperature and concentration across the representative
elementary volume. Because the heat source is generally dominantly
located either in the solid or the fluid phase, the assumption of local
thermal equilibrium is not generally valid. Also since the reaction zone
can in some cases be only a few pore-size thick (as in the premixed
gaseous combustion in high porosity media) the latter assumption is
not always valid.

In the pore-level analysis (which is currently being developed) at-
tempts are made to include all the relevant physical phenomena influ-
This is
done by using rather simple unit cells, but in order to account for the

encing the transport (including phase change) and reaction.

entire reaction zone, many such unit cells must be included in the anal-
ysis. Figure 2 shows that in this most detailed analysis the pore-level
heat transfer (including phase change), mass transfer (including re-
action), and fluid low (including two-phase flow and compressibility)
are included. Since the use of this method is not practical for general
predictive applications, the main objective in using its method is to
examine and evaluate the constitutive and coupling coefficients used
in the local volume-averaged treatments.

Figure 4 shows the various features of conduction, convection, and
radiation in porous media. For single-phase flow and heat transfer in
packed beds of spherical particles, the bulk (as compared to that near
bounding surfaces) effective thermal conductivity tensor K, has been
reviewed (Nozad et al., 1985, Prataet al., 1989, Sahraoui and Kaviany,
1992a, Kaviany, 1991) and as is expected when k,/ky is much larger
The
dispersion tensor D? for randomly packed particles (Koch and Brady,
1985) and orderly arranged particles (Koch et al., 1989; Sahraoui and
Kaviany, 1992b) has also been reviewed. The radiative properties have
been addressed by Vortmeyer (1978) and Singh and Kaviany (1991).
The latter reports that even for porosities as large as 0.9 the radiative

than unity, the effect of the consolidation is very significant.

interaction among particles is significant whenever the particles are
semitransparent or opaque. This is further discussed below.

When no local thermal and chemical equilibrium exists between
the phases, various transport couplings occur between the phases.
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Carbonell and Whitaker (1984) present a rigorous analysis of the heat
transfer couplings by applying the local volume-averaging technique.
Wakao and Kaguei (1982) review the eariler simple treatments where
a single coupling coefficient is used.

2.1 Radiation

Radiative heat transfer in gaseous packed and fluidized beds can be
significant and has attracted considerable interest in the past two
decades. The theory of radiative transfer in absorbing, emitting and
scattering medium is sufficiently developed and can be found in the
standard references (Siegel and IHowell, 1981; Ozisik, 1985). The cru-
cial step in applying this theory to packed beds is in relating the prop-
erties of the packed bed to the properties of an individual particle. To
do this, the assumption of independent scattering is introduced, i.e.,
it is assumed that the interaction of the particle with the radiation
field is not influenced by the presence of neighboring particles. This
condition is satisfied if the spheres behave as point scatterers, i.e.,
the distance between two particles is large as compared to their size.
The

first condition should lead to a limit on the porosity while the sec-

Also, there must be no interference between scattered fields.

ond condition would limit the minimum value of C/A, where A is the
wavelength, C is the average interparticle spacing based on a rhom-
bohedral packing of spherical particles [C/d = 0.9047/(1 — €)'/3 - 1],
and d is the particle diameter. If both these conditions are satisfied,
then the bulk (i.e., away from the bounding surfaces) behavior of the
bed can be predicted from the equation of radiative transfer, by the
theory of independent scattering.

The limits of the theory of independent scattering have been ex-
perimentally investigated by Hottel et al. (1971). They identified
the limits of independent scattering as C/A > 0.4 and C/d > 0.4
(ie., € > 0.73). For a 5% deviation from the independent theory,
they recommend C'/A > 0.49. Brewster (1982) also considered lareger
particles (maximum value of ay = 74). His results indicated that

—

rium  Non-  Homogensous Chemical Gas Liquid
equilibrium Versus Kinetics ~ Compressibility Formation
Heterogeneous and Motion
Reactions

P-19

Various treatments of transport in porous media as related to combustion.

no dependent effects occur as long as C/A > 0.3, even for a close
pack arrangement (¢ = 0.3). It was suggested by Brewster (1982)

that the point scattering assumption is only an artifice necessary in

the derivation of the theory and is not crucial to its application or
validity. Thereafter, the C'/A criterion for the applicability of the the-
ory of independent scattering was verified by Yamada et al. (1986)
(C/A > 0.5 for 5% deviation from the independent theory), and by
Drolen and Tien (1987). However, Ishimaru and Kuga (1982) note
dependent effects at much higher values of C'/)A. In sum, the above
experiments seem to have developed confidence in the application of
the theory of independent scattering in packed beds consisting of large
particles, where C'/A almost always has a value much larger than the
above-mentioned limit of the theory of independent scattering. Thus
the approach of obtaining the radiative properties of the packed beds
from the independent properties of an individual particle has been ap-
plied to packed beds without any regard to their porosity (Brewster,
1982; Drolen and Tien, 1987). However, all the above experiments
were similar in design and most of these experiments used suspen-
sions of small, iransparent, latex particles. Only in the experiment
of Brewster was a close packing of large, semi-transparent spheres
considered.

Dependent scattering involves two distinct effects, The first is the
far field interference between the scattered waves, which has been
studied by Cartigny et al. (1986). They indicate no observable de-
pendent scattering effects for ax > 10, where the size parameter a
is equal to wd/A. The far field interference affects only the scatter-
ing characteristics of the medium and follows the C//) criterion. The
second is the effect of multiple scattering in a representative elemen-
tary volume in which the scattering and absorption characteristics of
the particle are affected by the proximity of other particles. This
was studied for small (Rayleigh) sized particles by Kumar and Tien
(1987).

Other researchers have used the Monte Carlo method to predict
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in the local volume-averaged treatments.

the radiative heat transfer in packed beds. Yang et al. (1983) studied
radiative transfer through a bed of randomly packed, specularly scat-
tering spheres. Kudo et al. (1987) considered diffusely scattering par-
ticles. Tien and Drolen (1987) compared the predictions from the var-
ious models with existing experimental results (Chen and Churchill.
1963) and conclude that the independent theory gives a better pre.
diction than the Monte Carlo method. The Monte Carlo method has
also been criticized because it cannot treat semi-transparent particles.

The case of absorbing and emitting particles is also reviewed by
Tien and Drolen (1987) and by Vortmeyer (1978). However the theory
of independent scattering fails to satisfactorily explain the experimen-
tal results for this very important case. Most notably, the independent
theory cannot explain the effect of particle emissivity on the radiative
heat transfer.

Singh and Kaviany (1991) consider radiative transfer in packed
beds of large (geometric range) size particles by using the Monte Carlo
method. The far field interference effects which follow the C'/A cri-
terion are negligible because particles with very large d will almost
always have a high value of C. The Monte Carlo technique is ex-
tended to accommodate emitting particles as well as semi-transparent
particles. Also, the Monte Carlo simulations over a range of porosities
are compared to the results obtained from the equation of radiative
transfer and the deviation from the independent theory is shown for
smaller porosities. Thus, dependent scattering and absorption are
shown to exist even for infinitely large particles, which should fall
into the independent range according to the C'/A criterion.

Radiation in a medium of eylindrical particlse has been studied by
various researchers for a medium of high porosity (Tien and Drolen,
1987; Tong et al., 1981, 1989). The existing treatment assumes that
the scattering is independent and that the radiative behavior of a
particle is not affected by neighboring particles. The single particle
properties are calculated from the theory of Mie scatfering and the
radiative properties of the bed are obtained by the volume averaging
on the basis of the theory of independent scattering. This approach
is limited by the range of applicability of the theory of independent
scattering. The independent theory fails when the ratio of interparti-
cle distance to the particle size is small (Tien and Drolen, 1987), and

when the porosity is small (Singh and Kaviany, 1990).

Although, estimates of the limits of independent scattering are
available for spheres, extrapolation to cylinders is possible if only a
rough estimate is required. An array of eylinders in a typical combus-
tion application will definitely have a lower porosity than the indepen-
dent limit (e = 0.95). The first condition mentioned above however
will generally be satisfied for wavelengths in the range encountered in
combustion applications. One way to solve this problem is to carry
out a Monte Carlo simulation. However, apart from requiring a large
amount of computing time, it is also not very convenient to use in the
presence of other modes of heat transfer.

It is still possible to preserve the continuum treatmeut if the ra-
diative properties are scaled as a function of the porosity and the
method of solution is modified to account for transmission through
semi-transparent particles (Singh and Kaviany, 1992). This treatment:
is based on seperately accounting for the two dependent scattering ef-
fects noted in Singh and Kaviany (1991), i.e., multiple scattering in
a unit volume and the transportation of radiation through a particle
across a substantial optical thickness. Multiple scattering which de-
pends on the porosity alone is accounted for by scaling the optical
thickness. The transmission through the semi-transparent particles
is modelled by allowing for the transportation effect while describ-
ing the intensity field by the method of discrete ordinates. This is
done by taking into consideration the spatial difference between the
point where a ray first interacts with a sphere and the point from
which it finally leaves the particle. This spatial difference corresponds
to an optical thickness (for a given porosity) across which the ray is
transported while undergoing scattering.

In order to summarize the above discussion on radiation heat
transfer in porous media, we consider a comparison between an avail-
able experimental study (this is the most referred to experiment in
the literature) and the available predictions. In the experiment of
Chen and Churchill (1963), an open-ended tubular furnace behaving
as a high temperature, black-body source was incident on one surfa,cei
of a packed bed of spheres. The flux was modulated to a square wave
by a mechanical chopper, and the intensity of the transmitted radia-

tion was measured with a thermopile detector. The packed bed was
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in the pore-level treatments.

designed to simulate a one-dimensional bed by using an aluminum
tube with highly reflecting walls as the container. The transmission
through the bed was measured using isothermalbeds of glass, alu-
minum oxide, steel, and silicon carbide particles of different shapes.
Figure 5 shows the comparison between the results obtained by
Singh and Kaviany (1990) using the Monte Carlo method, those from
the independent theory (using the method of discrete ordinates), and
that of the Chen and Churchill experiment on steel spheres (d = 4.76
mm, T = 1366 K, where T is the temperature of the blackbody
source). The spheres are assumed to be specularly reflecting with
an emissivity ¢ of 0.4 (as suggested by Chen and Churchill). It can
be seen that the independent theory predicts a much higher trans-
mittance than the experimental results of Chen and Churchill. The
emissivity can also be calculated theoretically by using the Mie the-
ory or the large size parameter asymptote. The spectrum was divided
into five wavelength bands, and the wavelengths in the middle of the
band were used to calculate the emissivities of a large particle. The
optical properties of steel and some other materials are given in Ka-
viany (1991). Emissivity values ranging from 0.05 to 0.30 were ob-
tained. This would result in a further worsening of the prediction by
the independent theory. The Monte Carlo method was used with a
randomly packed bed (e = 0.58) generated using the sphere settling
program of Jodrey and Tory (1979). Figure 5 shows the Monte Carlo
method for the specularly scattering particles for ¢, = 0.4, and for
a spectrally averaged transmittance. It is clear from the figure that
the results from the Monte Carlo method lie in the same range as the
experiment. The uncertainty in the emissivity of steel is because of
its dependence on the temperature and also due to the presence of an
oxide coating as pointed out by Chen and Churchill (1963). It must be
stressed that the independent theory fails to explain the experimental
results even when a very large allowance is made for the uncertainty
in the emissivity. A direct Monte Carlo simulation or a modified con-
tinuum method based on the scaling of the radiative properties (Singh
and Kaviany, 1992) pravides the only successful method to deal with

P-21

radiation problems in large particle beds.

3. COMBUSTION IN INERT AND CATALYTIC

POROUS MEDIA

Over the last decade the advantageous features of combustion in
porous media, such as its burning of very lean mixtures, increased
combustion efficiency (i.e., shorter combustors are needed), reduced
pollutant emission, and enhancement in heat removal (e.g., radiation
from the solid matrix), have resulted in significant interests in U.5.
and in Japan (e.g., Kotani and Takeno, 1982; Echigo et al., 1983; Chen
et al., 1987; Yoshizawa et al., 1988; Khinkis et al., 1989; Sathe et al.,
1990a; Echigo, 1991; Hsu et al., 1991; Babkin et al., 1991; Mclntosh
and Prothero, 1991; Yoshizawa, 1991). These existing experimental
and analytical treatments have revealed some of the gross features of
the combustion of premixed gases in porous media. These features
include the flame speed and temperature, its approximate location,

and the existence of multiple and stable flame locations (Sathe et al.,
1990b). The combustion in porous media is different than that in the

plain media, mostly due to the influence of the solid matrix thermal
conductivity and its participation (and dominance) in radiation. The
inter-pore transport is drastically influenced due to the no-slip and
impermeable conditions at the surface of the solid matrix. The extra
longitudinal conductive and radiative heat transfer result in a lower
flame temperature, a gross feature that has been widely recognized.
However, the role of the inter-pore diffusion-convection (species) and
diffusion-convection-radiation (energy), on the pore-level chemical re-
actions has not yet been examined. Also, not yet attended is the pos-
sibility of the existence of surface catalytic reactions (note that most
solid matrices are made of ceramics which are composed of many trace
elements and these matrices have large specific surface areas).

The multiplicity of the stable flame location and the other features
of combustion in porous media is in principle similar to that found
for flames in refractory tubes (e.g., Bernstein and Churchill, 1977;
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Pfefferle, 1984). Combustion in refractory tubes, where the flow is
generally turbulent, has many features in common. with the combus-
tion in other porous media which may be made of consolidated or
non-consolidated particles. Generally, in porous media made of parti-
cles the Reynolds number based on the particle size is in the laminar
regime, but, the lateral (as well as longitudinal) thermal and mass
dispersion, phenomena similar to the thermal and mass eddy diffusiv-
ity in the turbulent flow through tubes, exist due to the simultaneous
presence of the velocity and temperature (concentration) gradients in
the pore (Taylor, 1953; Koch et al.; 1989). Therefore, compared to
the capillary tube flow the theoretical study of combustion in porous
media made of particles can be made more rigorous because the pore-
level fluid flow is generally laminar and steady.

In the following we examine the existing knowledge-base in (a)
the area of experiments and measurements on combustion in porous
media, (b) the role in combustion and the analyses of radiation in
porous media, and (c) the local volume-averaged based analyses of
flame in porous media. We also point out to the lack of a comprehen-
sive treatment in each of these areas which has resulted in inconclusive
results on the effects of the solid matrix on the combustion character-
istics such as the pollutant emission, the flame temperature, and the
combustion efficiency.

3.1 Experiments on Combustion

Kotani and Takeno (1982) use a porous medium which is a bundle of
ceramic capillary tubes (ID of 0.60 and OD of 1.0 mm) with the gas
flowing through these tubes. Their methane-air flame is stabilized in
these 30 mm long tubes or upsiream or downstream from them, de-
pending on the flow rates and the equivalence ratio . Their stability
diagram shows that the flame is stable and present downstream of
the porous medium for a wider range of flow rates (i.e., range of flame

pP-22

speeds) and equivalence ratios. In the experiment of Echigo et al
(1983) an equivalence ratio of 0.1 is used to burn natural gas inside a
solid matrix made of sintered, metalic spherical particles. This equiv-
alence ratio is much below the flammability limit for the natural gas
and air (Glassman, 1987) in plain media. In addition to the burning
of the lean gaseous fuel and having a rather short porous combustor,
they exploited the radiative heat transfer from the solid matrix to a
cooled coil placed downstream from it. In this and the other work
from the same group, the emphasis has been on the burning of lean
fuels and the radiation heat transfer from the matrix to a downstream,
cooled surface.

In contrast to the Japanese research, the U.S. research has empha-
sized the low pollutant emission aspect of the combustion in porous
media (O’Sullivan and Khinkis, 1990). The measurements of Khinkis
et al. (1989) show that for some equivalence ratios the CO produc-
tion is reduced for flames in porous media, but the measured NO, has
a large scatter and because of the uncertainty in the measurements,
no conclusions can be made about the reduction of NO, production
in porous media. Recent results obtained under the sponsorship of
the Gas Research Institute show a definite NO, reduction (private
communication, 1990). In the measurements of Sathe et al. (1989),
the temperature distribution in the solid phase of a 12.6 cm diam-
eter, 5 cm long cylindrical porous medium (the matrix has cellular
structure and is made of 97% alumina-silicate with a porosity € of
0.85) is measured. In order to prevent any permanent damage to the
ceramic solid matrix, the equivalence ratio ® is kept below 0.6. The
range of ® used is between 0.5 and 0.6. It is not clear if ® < 0.5 was
flammable in their solid matrix, or that it just was not considered.
From the measured temperature distribution, the flame (methane-

air) location is determined, but they do not find a multiplicity of
the flame location. Their predictions of the temperature field (using

ad-hoc, local volume-averaged conservation equations) is not in good
agreement with the measurements. This is partly due to the scatter
in the measurement and partly due to the inadequacy of the local
volume-averaged equations. As with the work of Echigo et al., they

also measure the radiant heat transfer rate from the solid matrix to a
cooled collector. No CO or NO, measurement has been reported. The
solid matrix used has about 4 pores per 1 cm and with € = 0.85, the
average linear pore size is approximately 2 mm. The flame thickness
for hydrocarbon-air systems is less than a milimeter (Egolfopoulos
and Law, 1990). We expect a thickening of the flame with an increase
in the axial conduction and radiation heat transfer. We note that
this increase is not yet quantified, but it is not expected to be very
large. Therefore, the volume-averaged equations are not expected to
be applicable. Also the measurements of the solid-phase (as well as
the gas-phase) temperature in the vicinity of the flame requires spe-
cial spatial resolution. For this reason, the use of a more regular solid
matrix structure, such as a bed of spherical or cylindrical particles, is
more appropriate if comparison with the predictions is needed. This
is especially crucial when examinig the lack or the presence of the
local thermal equilibrium between the solid and fluid phases.

In the experiments of Khinkis et al., and that of O’Sullivan and
Khinkis, ceramic, spherical particles (non-consolidated) are used with
the bed of these particles either cooled by the passage of water carry-



ing tubes, or not cooled. For the case of not internally cooled bed, the
flame (natural gas-air) location is very sensitive to the flow rate (i.e.,
the flame speed is very sensitive to the flame location) and, therefore,
a steady flame is found to be difficult to maintain. This results in the
undesirable flash-back. Their design does not allow for a significant
heat loss from the flame when the flame moves upstream. This heat
loss is required for the stabilization of the flame. Also, the use of
a smaller particle size and a lower porosity‘ upstream of the desired
flame location can lead to an increase in the axial conduction heat
transfer. Also, if the particles are small enough, the flame may extin-
guish. The effect of the particle size on the flame extinction has not
yet been studied.

3.2 Analyses of Flame Speed and Structure

The one-dimensional analysis of the flame structure in porous media,
including the effect of radiation, has been performed by Chen et al.
{1987), Yoshizawa et al. (1988), Sathe et al. (1990), Hsu et al. (1991),
McIntosh and Prothero (1991), and Echigo (1991). These analyses are
based on a single-medium (Chen et al.), or a two-medium ( Yoshizawa
et al., Sathe et al.) treatment of the energy conservation. The lat-
ter assumes no local thermal equilibrium between the phases and re-
quires the specification of the interstitial arca and heat transfer coeffi-
cient. The species conservation equations used are some ad-hoc, local
volume-averaged equations based on the complete mizing of species
within the pores. The thermal and mass dispersions are not included
in these volume-averaged equations. This generally leads to large er-
rors, especially when the particle-based Peclet number is larger than
unity (Wakao and Kaguei, 1982). The radiation treatment is through
a continuum model with the radiation properties cither treated para-
metrically (Chen ot al., Yoshizawa et al.) or determined {rom the
independent scattering theory (Sathe et al.). The existing analyses
of the flame structure give the temperature distribution within the
porous medium (including the flame location and thickness) and de-
pending on the chemical reactions included in the prescribed reaction
equations, they obtain the concentration of the products included in
the prescription. No NQ, production has yet been modeled. They
show that the flame thickness decreases with the decrease in the equiv-
alence ratio (as expected from the flames in plain media), but the
expected increase in the flame thickness (additional conduction and
radiation heat losses) with the decrease in the porosity (porosity of
unity corresponds to the plain media) has not yet been quantified.
However, we expect that for high porosity media (Chen et al., Sathe
et al.) the flame thickness is about the same or smaller than the lin-
ear pore size. Under this condition the local volume-averaging which
is based on the existence of a representative elementary volume over
which the variations of temperature and concentration are small com-
pared to those occuring over the the linear dimension of the porous
medium, will not hold (Carbonell and Whitaker, 1984). Therefore,
the available results can only be considered as tentative. For the pre-
diction of the production of the pollutants, which are generally small

in concentration, these existing models are not expected to result in
accurate predictions.

Examination of the conservation equations presently being used
shows that some of the anticipated significant physical phenomena are
not included in these equations. In the following we briefly discuss

these phenomena.

3.2.1 MOMENTUM EQUATION

Although not important for high porosity media, the Darcy resistance
in randomly packed bed of spheres (porosity near 0.4) can be signif-
icant. In addition, due to the significant rise in the temperature of
the gas, the bouyancy effect becomes very significant. The existing
analyses do not include a momentum equation, and therefore, fail to
allow for the variation in the pressure waich depending on the orienta-
tion of the flow with respect to gravity, the porosity, and the particle
size, can be very significant (some of the porous media considered for
commercial heating applications fall in this category). Since the gas
expands very rapidly over length scales of the order of the pore size,
then in using a local volume-averaged momentum quation a special
treatment is required.

3.2.2 ENERGY EQUATION

Present models (single- and two-medium treatments) treat the radia-
tion heat transfer using continuum treatments which are based on the.
volume-averaging of the independent sacttering. They also implicitly
assume that each particle is isothermal (because the representative
clementary volume must contain many particles). Since the flame
thickness is of the order of the particle size, the temperature vari-
ation across the particles in and around the flame becomes rather
large and these existing continuum treatments are not expected to be
valid. The thermal dispersion (which is treated as an added diffusion)
which is presently neglected, plays a significant role on the temper-
ature distribution. The predicted temperature distribution of Sathe
et al. (1989) contains a large gradient downstream of the flame, while
the experimental results do not show such a trend. This can be due
to the neglected thermal dispersion. The existing treatments of the
interstitial heat transfer coefficient are not consistent with the rigor-
ous two-medium treatments and must be re-examined (Carbonell and
Whitaker, 1984).

3.2.3 SPECIES EQUATION

The present treatments neglect the species dispersion. For the case of
the mass Peclet numbers larger than unity, this can not be justified.
The particle-based mass Peclet number is defined as Pe,,, = upd/D,,,
where up, is the Darcean velocity, d is the average particle size, and
D,, is the molecular mass diffusivity. We note that Pe,, is larger than
unity for most applications. One of the most questionable assump-
tions in the existing treatments is that of the well-mized pore. In
this assumption the production rate of species 7 is given in terms of
the local densities and the local temperature. These densities are the
volume-averaged densities and the assumption is that within a pore
the species are well mixed and are available for reaction (i.e., no dif-
fusion control in the pores). The same assumption is made about the
temperature. Considering that the flame thickness is of the order of
the pore size, significant variations in the concentration and temper-
ature (as well as velocity) across a pore are expected. Therefore, the
presence of the solid phase is expected to influence the concentration
distributions, and therefore, the reaction rates can be smaller than
those predicted using the well-mixed cell models. However, the well-



mixed temperature assumption tends to underestimate the reaction
rates. The net effect of the variation in densities and temperature
determines the actual pore averaged reaction rates. The flame speed
as well as the pollutant formation are expected to be dependent on
this pore-level diffusion-convection-reaction.

For impermeable particles both homogeneous reactions (Williams,
1988}, and heterogeneous reactions (Ryan et al., 1980; Pfefferle and
Pfefferle, 1987; and Griffin and Pfefferle, 1990) can occur. Modeling
of the heterogeneous reactions is addressed by Marteney and Kesten
(1981), Harrison and Ernst (1978), Bruno et al. (1983), and Fakheri
and Buckius (1983). We expect that due to the no-slip boundary
condition at the particle surface, the species concentration at the pore-
level will be greatly different than the well-mixed assumption of the
present ad-hoc treatments,

In summary, although significant progress has been made in the
continuum ireatments, e.g., the inclusion of the radiation effect and
the examination of the presence or the lack of the local thermal equi-
librium, the analysis of the flame structure requires a critical, pore-
level examination.

4. COMBUSTIBLE POROUS MEDIA: GAS-SOLID
REACTIONS

The need to predict the propagation speed of the burning front in
combustible porous media has resulted in many experimental and
modelling efforts. The problem is a subset of the solid phase combus-
tion and has the following peculiarities.

e The amount of oxygen initially present or released during reac-
tion is negligible (oxygen limited).

e Oxygen is sufficient or in excess of the amount needed for com-
plete consumption of the solid (fuel limited).

e The oxygen arrives at the propagation front (and products move
away) by travelling through the matrix (burned or unburned
region). The burned matrix has a structure (including porosity)
that can be substantially different than the original unburned
matrix.

» The oxygen supply to the front may be by diffusion, buoyancy
motion, forced external surface blowing (cocurrent or counter-
current to the direction of the fuel supply to the front, Ohlemiller
and Lucca, 1983), or forced internal flow (cocurrent or counter-
current).

o The exothermic reactions can be due to oxidation of the volatilized
species (gas phase reactions), direct surface oxidization, and/or
oxidization of char residue produced by prior pyrolysis (Ohlemiller,
1985a.).

The last item which concerns the reaction mechanisms, is not yet
fully investigated, and depending on the temperature of the burning
front, one or more of them can occur. We review some of the ex-
perimental and modelling efforts in the area of burning of permeable
matrices. Qur goal is to examine the fluid flow and heat and mass
transfer at the pore-level where at least in the high-porosity matrices

most of the reactions are confined to a region of the order of magni-
tude of the pore size (i.e., the thickness of the reaction region is of
the order of the particle size).

4.1 Experiments on Smoldering Combustion Propaga-
tion

Smoldering (flameless) combustion of permeable matrices (Palmer,
1957; Moussa et al., 1977; Summerfield et al., 1978) occurs in burning
of thermal insulation materials (for example, wood-based fibers such
as recycled papers), polyurethane foam, cotton, coals, dust, wood
dust, etc. (Dosanjh et al., 1987). An example of an oxygen supply
through buoyant flow (natural convection) is the burning of cellulosic
loss fill insulation (Ohlemiller, 1981 and 1990a). Asymptotic propa-
gation speeds of about 0.3 cm/min (unretanted), which are oxygen-
supply controlled, are found. Forced ezternal smolder propagation
and transition to flaming in a bed of the samecellulosic insulation ma-
terial has been studied experimentally by Ohlemiller (1985b, 1990b)
and Rogers and Ohlemiller (1980b). The cocurrent (also called re-
verse) smolder responds weakly to the increased air velocity u,. The
countercurrent (forward) smolder responds strongly and transition ic
Aaming occurs (at u, &~ 2 m/s). Forced internal cocurrent smoldering
of polyurethane foams has been examined experimentally by Rogers
and Ohlemiller (1980).

All of the above experiments focus on the oxygen supply to the
front, where this supply is assisted by the fluid motion due to buoy-
ancy (where in principle the environment can be normal, micro, and
zero gravity), or by the imposition of a surface or internal total gas
pressure gradient. The compaction of the fuel bed (reduction in poros-
ity €) due to combustion is generally significant in all of these experi-
ments. We view the matrix as being made of consolidated or noncon-
solidated particles. In most smoldering experiments, the particle size
d is in the range of 50 to 2000 pm and by using a soley buoyancy-aided
smoldering with a front velocity of the order of 100 um/min, we arrive
at one particle being consumed in roughly 3 to 120 s. An accurate pre-
diction of the rate of the complete combustion of a particle requires
further specification of the particle shape and arrangement (micro-
scopic description), bed porosity (a macroscopic description), particle
thermophysiéo—optica.l properties (including the complex index of re-
fraction), Darcean flow direction (macro), and pore-level flow struc-
ture. In oxygen-supply controlled propagation, the front speed would
be substantially different in surface-reaction-dominated combustion
as compared to the gas-phase-reaction-dominated combustion. This
is because of the extra resistance to the flow of oxygen to the parti-
cle surface. Also, depending on the thermophysico-optical properties
of the solid phase, the heat transfer can in part be controlling the
propagation rate.

4.2 Analysis of Smoldering Combsution

The existing treatments of the propagation of a burning front in com-
bustible permeable matrices are based on the application of the lo-
cal volume-averaged conservation equations and the constitutive re-
lations. In some treatments local thermal and chemical equilibrium
are assumed between the solid and the gas phase (e.g., Dosanjh et
al., 1987), while other treatments assume local thermal and chemical
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nonequilibrium (e.g., Ohlemiller, 1985a). No rigorous examination
of the validity of the assumptions of the local thermal and chem-
ical equilibrium are presently available for the problem considered.
However, we expect the presence of large temperature and concentra-
tion variations around the front, i.e., we expect the reaction region
to be of the order of the partiele “(or pore) size (Ohlemiller et al.,
1979). Therefore, lack of local thermal and chemical equilibrium is
expected. In addition, since most of the variations occur over sev-
eral particle lengths (e.g., diameters), we also expect that the local
volume-averaging [which is based on the presence of smooth variation
of the fields over the type of lengths of O(d)] will not be applica-
ble. The burning rate for forced internal flow oxidation of fuels has
been analyzed by Robinovich and Gurevich (1986). In their analysis,
allowance is made for lateral heat losses occurring in a real system,
which are responsible for lower front speeds.

We will concentrate on aspects of transport and reaction in the
type of porous media that do not undergo significant change in the
porosity when the matrix is burned. This is done for the sake of
being able to examine in greater detail the thermal and mass transfer
control of the burning front speed.

4.2.1 CHEMICAL KINETICS

As was mentioned, the actual chemical kinetics of the solid phase
burning of even the simplest solid fuels is rather complicated and is

strongly temperature dependent (Materney and Kesten, 1981). Ohlemiller

(1985a) gives a thorough review of the gaseous, surface, and bulk solid
reactions. The solid endothermie reaction leads to the the pyrolytic
formation of a char, and the endothermic sublimation leads to the
release of volatiles in the gaseous phase. Therefore, in addition to
the direct attack of the oxygen on the solid surface, depending on
the temperature, both the gas-phase and the char oxidation must be
addressed. A simplified kinetic model that is applicable at the low
temperatures is suggested by Ohlemiller et al. (1979) for polyurethane
foams and allows for the char formation and char oxidation. They
give
lg(Fuel) + 7,02 —
e (Char 1) + (14 n, — nep )(Gaseous Products 1), (1)
1g{Char 1) + n,30, —

nea(Char 2) + (1 + ng2 — neg)(Gaseous Products 2).  (2)

where n, is the stoichiometric coefficients (grams/gram). Dosanjh et
al. (1987) allow for an endothermic pyrolytic char formation followed
by a char oxidation. They suggest that since the pyrolysis is much
faster than the char oxidation, a simple one-step reaction of the form
given below be used to model the reaction.

1g(Unburned solid) 4+ n,02 —

nq(Ash) + ngy(Gaseous Products) + Ai,ni,. (3)

For cellulosic material, the thermal degradation is modelled by the
three global reactions (Rogers and Ohlemiller, 1980) given below.

Endothermic Pyrolysis :
1g(Fuel) —

ne1(Char) + (1 — ng )(Gaseous Products 1), (4)

Ezothermic Thermal Oridation :
1g(Fuel) + 1,202 —

ne2(Char) + (1 + n,2 — ne2)(Gaseous Products 2),  (5)

Fzothermic Char Ozidation :
1g(Char) + n,309 —

na3(Ash) + (1 4+ no3 — na3)(Gaseous Products 3).  (6)

Note that the models of Ohlemiller et al. (1979) for chemical ki-
netics, and its modifications, are phenomenological mixture (gas-solid

phase averaged) models, and therefore, do not directly address the
solid surface reactions.

Kashiwagi and Nambu (1992) determined the first order global
kinetic constants for the three-step reaction mechanism for cellulosic
paper, eqs.(4-6), using thermogravimetry technique. The parameters
obtained in their study are listed in Table 1. Rogers and Ohlemiller
(1980) also report the kinetic constants of 163( %ﬁ’[) for the activation
energy and 4 x 10'%min') for the pre-exponential factor. Despite
the close agreement between the activation energies, the discrepancy.
between the pre-exponential factors is attributed to the difference
between the order of reaction reported by the two sources.

The kinetic data reported by Roberts (1970) indicates two acti-
vation energies of 235 and 126 (%) for the pyrolysis of wood. He
suggests that pyrolysis may take place by either of these kinetics or
by a combination of them. Shafizadeh (1984) presents two alternative
pathways for decomposition of cellulosic materials as

—— Volatiles, K,
CC’”UIOSE_. Char + Gases, K. (7)

The kinetic rates for cellulose pyrolysis as reported by Shafizadeh are
—198
K, = 1.9x 10" RT |

~151
K. = 19x 10" BT (min™').

Shafizadeh (1984) also reports the yields, elemental composition,
and empirical formulas of chars obtained by isothermal heating of
cellulose, wood, and lignin samples for 5 min within the temperature
range of 300—500°C. His results are shown in Table 2. It appears that
the chemical composition of the remaining char (CgHy 50 4) does not
change with the type of the starting material. Since the primary ele-
ments that compose wood are cellulose and lignin (Parker,1988), the
illustartion presented by Shafizadeh can be extended to include the
third reaction (Char oxidation with the kinetics data of Kashiwagi
and Nambu) to give

Volatiles
CB”UJO&E:GhM: + Gasesy —= Chary + Gasesy (8)
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Fic. 6. Some of features of gas-solid reaction in combustion synthesis.

Table 1. Global Kinetic Constants (from Kashiwagi and Nambu,

1992).
Pyrolysis Onxidative Char
Reaction | Degradation | Oxidation
Reaction Reaction
E(kJ/mol) 220 160 160
Almin™) | 1.2%10" | 1.5x10% [ 3.4 % 1011

Table 2. Starting Material and Elemental Composition of Its
Char (from Shafizadeh,1984).

Material 'I"t:ulp;:ral.ure Char Yield Composition l‘]m[‘;i.'ri(:al Formula
(°C) {(wi%) ¢ I o
Cellulose  no \r(:.;hm:ut - 42.8 6.5  50.T CoHy 053
325 63.3 47.9 6.0 46,1 CeollagOy 2
350 33.1 61.3 4.8 339 CeHs60q5
400 16.7 735 4.6 219 CelysO1a
450 10.5 T8BB 4.3 169 CollssOy g
500 8.7 80.4 3.6 16.1 CoHa200
Wood no treatment - 464 64 472 CeHooOs s
400 24.9 73.2 46 222 CsHy s 4
Lignin  no treatment 3 64.4 5.6 24.8 Csllgs0z0
400 73.3 727 50 223 CeHs 00 5

Figure 6 shows some of the features of gas-solid reactions as related
to combustion synthesis.

4.2.2 TRANSPORT PHENOMENA

The conservation of mass (overall and species), momentum, and en-
ergy are presently treated using the local volume-averaged equations
along with local equilibrium or a nonequilibrium assumption.

The transient species conservation equations for chemical nonequi-
librium between the solid and gas phases must include a total effective
mass diffusion fensor (D,,)¥ = (D.)® + <Dfn>g where D,,,. is the
effective mass diffusivity tensor for thegas phase and D& is the dis-
persion tensor and when a significant mass diffusion can occur within
the solid phase, an allowance has to be made for the effective mass
diffusivity of the solid phase. In addition, the mass transfer coeffi-
cient h¥¥ for the solid-gas interface must be specified. This coefficient
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is critical in vhe surface reaction dominated smoldering, and its mag-
nitude determines the extent of the mass transfer control of the front
speed. For packed beds of spheres (Wakao and Kaguei, 1982) and
for consolidated fibrous porous media (Golombok el al., 1990} the
heat transfer counterpart of this coefficient is known. However, be
cause of the presence of radiation heat transfer and also since the
solid phase allows for thermal diffusion within it while generally be-
ing impermeable, the heat and mass transfer analogy does not hold

at the particle level. Therefore, h#¢

29 which is a significant parameter,

is not generally known (Ohlemiller, 1985a). Then, the local equilibri-
umtreatments h¥¥ — oo (e.g., Dosanjh et al., 1987) is assumed as an

alternation. The functional form of h3¥ is

h.xg -

e

hi¥(Peq, Se, matrix structure,

reaction distribution in solid and gas phases).

In the thermal nonequilibrium treatment of the energy conserva-
tion where the temperature of the solid is taken to be different than
that of the gas, an interfacial heat transfer coefficient A%/ is intro-
duced. A recent measurement of this coefficient for fibrous metallic
matrices is given by Golombok et al. (1990). The transient energy
equation for the gas phase must include the total effeciive thermal
diffusivity tensor (D) = (D.) + (D‘t)g and the interfacial (s-g) heat
transfer coefficient h*9.

The functional form of A% is

h* = h*¥( Peq, Pr, matrix structure,

reaction distribution in solid and gas phases, k,/k,).

Presently there is no rigorous treatment of 2*? for solid and gas phase
reactions. Note that h*9 depends on both the flow field (which in turn
depends on the temperature field) and the temperature field (which
in turn depends on the reaction distribution within phases). The ra-
diation heat transfer is generally given as the local volume-averaged
radiant heat flux q, and this local value is based on a significant pen-
etration of the radiation within the bed. For nearly opaque particles,
the radiation attenuates in a rather short distance (order of the par-



ticle size), and, therefore, the continuum treatment is not expected to
be valid.
The transient momentum equation for the gas phase flow must

allow for the inertial, viscous (Darcean), and gravity forces as well as
the high velocity effect (Ergunian).and the imposed pressure gradient.
Since the gas undergoes signiﬁc(a,n't ‘expansion, the direction of gravity
vector with respect to the flow direction becomes important (assisting
or opposing the flow). At the pore level, the significant expansion oc-
curring over a distance of the order of the pore size combined with the
reaction distributions result in a significant alteration of the velocity
field (as compared to the pore-level flow upstream and downstream
of the front).

4.2.3 CONSERVATION AND CONSTITUTIVE EQUATIONS (RE-

VERSE COMBUSTION)
Currently, we have undertaken direct numerical simulation of com-

bustion in inert porous media. The results of such simulations (which
shall also include combustible porous media) will be used in mod-
ifying the existing volume-averaged equations to account for their
limitations. However, until the conclusive results of these numerical
simulations at the pore level become available, we will continue to
explore the volume averaging approach to find a description for the
global charactersistics of the combustion process.

In reverse combustion with the burning front propagating parallel
to the gas flow, if the thickness of the reaction zone is small compared

to the curvature of the wave, combustion can be modelled as a one-
dimensional process. The volume-averaged energy equation *(with
the assumption of local thermal equilibrium between the gas and the
solid phase) is written as
aT aT
lepgeg + (1 — €) pscs] a7+ (cpgcpgugJ—a—r- ==

a or 5 7
5;[“"“‘*}‘3?] + Aigi,  (9)
By defining a new coordinate system that is fixed at the combustion

front and travels at a steady rate, uy, with the combustion wave,
Ty = 7+ ugt (10)

eq.(9) can be transformed to
d o P
E{(l = ) pscsugT + epgepg (ug +up) T} =

d -dT
T kr k) — .c ‘o
dm‘{( + :szl}-rmn (11)

In the new coordinate system, the volume-averaged conservation equa-
tions for the gas and the solid phase, as well as O, and the unburned
solid are given by

d
—Jz—l{rpg (ug +up)} = 1, + ngp (12)
d . . s
_d?;{(l _f)ps"!} = Tys + Mg (l‘j)
d d dY, :
Ex—]{fﬁgyo(% +ug)} = Ea{cpyﬂma':_} + 1, (14)

d ;
d—;,:((l <€) pa¥as Ui} = Riy (15)

*For simplicity the averaging symbols < > are omitted in this section.
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The reaction rate for the consumption of oxygen species is modelled
as a one-step, first-order Arrhenius kinetics

)
fip = — Anop2ptT°e RT (16)

Based on the one-step global reaction of eq.(3), the other reaction
rates can be written as

5 . . . s 1—(ng—1)n,) .
r"‘gp = “gpno " n'na = ;110 = nu = %’-"—)’L]no
(=} a

(17)

Assuming that the reaction takes place at the solid surface, define Y,
as

Pus
Vg = 222
Pai (18)

such that e (16) can be represented as

. —F
g = — Ano {pgym)ﬂ {paiyua }b TceR‘T (19)

where Y,, denotes the mass fraction of oxygen at the solid surface.
Considering the mass nonequilibrium between the concentration of:
O3 species in the gas phase (within the pores) and that at the solid
surface, the reaction rate can be controlled by the rate at which oxy-
gen can diffuse to the surface of the solid particles. The reaction rate
is therefore modified to

: 1
%o = F—r (20)
hp * K
where
; s Aoy : G
ip = —hilp, v (Yo —=Yo); Yo Y, (Fast Kinetics) (21)
]
and

—F
K = '_RDA(ps'YO)a (PsfyuS)b T“eRT; Yo = Yos (22)

In comparison to hp, the kinetically controlled reaction rate expressed
by eq.(22) becomes significant when temperature is low or the size of
the solid particle is very small such that Y, = Y,;. Thus, two distinct
regimes of reaction can be identified,

hp > K == n, = K (Kinetically Controlled) (23)
hp € K = 1, = hp (Dif fusion Controlled) (24)

In eq.(21}, the ratio of the total surface area of the solid to the volume
of the gas is given by

AsQ 6 (I — t‘)

el At il 25

V, ed (25)
Due to the lack of a proper interfacial mass transfer coefficient, h¥
(in analogy with the interfacial heat transfer coefficient) is taken to

be, (Wakao and Kaguei, 1982)

K =

ﬂ‘jf—“‘-i = 2+ 1.1Re%550% (26)

where the Reynolds and Schmidt numbers are defined as Re = eu, d/y,
and Sc¢ = vy /Dy, respectively.




The balance between the mass fraction of gaseous and solid species
are expressed as

Yo + ng + ¥ =1 (27)
Yo'k Y = 1 (28)

Assuming small pressure variations in the porous medium and
across the combustion wave, the conservation equations are solved
without considering the momentum equation. With the assumption
of constant pressure, the gas density and temperature are related
through the equation of state, P = p,RT.

The boundary conditions required to solve eqs.(11-15) and eq.(20)
are given by
cold boundary:
z——-0=T=T,,Y=Yu,Yp=0,
Yi= =¥y Yo =153 =080, =y (29)

hot boundary:

T
4o —=0.,Y=0,Y,=1-Y,

dz
Yie =Y, . Ya=1—-Yus (Ozygen Limniled) (30)
T — 400 = =0, Ya= Yy
dz

Yop=1-Y1 =Yy, Yy, =0,Y, =1 (Fuel Limited) (31)

The total effective mass diffusivity D,, in eq.(14) is written as
{Kaviany, 1991)

D=+ DS (32)

where

2¢

!Jmc — 3 —

= Doy (33)
and D,,, is the molecular mass diffusivity. DZ is written as

Dt = Dy [g Pe,, + %11'2(1 - c]PeminPem] (34)

and the Peclet number is defined as

eugd
m = 35
Pe Do (35)
The total effective thermal conductivity is written as
ky = ko + ek (36)
where
k 0.230-—0.75?!’09(—&057!09(%).
ke =k, [(22) s (37)
k.ﬂ'
and
d 3 L, |
ki = K, IPE' + ru (1 - €)PeldnPe, (38)

The thermal Peclet number, Pe, is defined by

Pe, = il (39)
20y,
The radiant heat conductivity is represented as
k, = 4FdeT? (40)

where F' is the exchange factor, d is particle size, ¢ is the Stefan-
Boltzman constant. The total effective conductivity(thermal diffusion

and radiation) is then written as
k=% +k (41}

4.2.4 RESULTS FOR COMBUSTION OF A PACKED BED OF WO0OD
PARTICLES

Considering a quasi-steady, one-dimensional model for the propaga-
tion of the burning front in a porous medium, we solve the voluie-
averaged conservation equations and the constitutive relations using
large activation energy asymptotics. It is of interest to predict the
propagation rate of the combustion wave and to determine the peak
temperatures attainable in the bed, as well as the extent of conver-
sion of the original material to the products (gas and condensed ) and
its dependency on the gas flow rate and initial oxygen concentration.
The results compare favorably with our experimental results and nu-

merical simulation of the process.
(A) Large Activation Energy Asymptotics (oxygen limited)

The method of large activation energy has been emploved to
obtain the burning temperature and the propagation velocity of
the combustion front. For the sake of brevity, only the major
steps in developing the asymptotic theory have been presented
here. It is assumed that e = ]5 = ?{T; > 1, Ap, = consl.,
poky = const., k, = 4FdoT?, and ¢,y = ¢, = ¢, = consi.
Table 3. shows the physical properties that are used in the ana-
Ivtical and numerical calculations.

The energy equation and the conservation of species for the
gas and solid, egs.(11) (assuming @ = b = 1,¢ = 0 in the
reaction Irat.e] and (14-15), along with the boundary conditions,
eqs.(29-30), are transformed to

dr d*r —FK

&=t (1Y) (1 =Y, eRT, (42)

dy 1 %Y

LY ot (1-¥) (V) RF,
e

d&y e, dE]
i -Y)(1-Y.)e

with the boundary conditions

|
3
=

f—.uoc:'rzgzo (45)
6—10:1':1;3—;:0 (46).



Table 3. Base-Case Properties.

Gas Process Parameters Solid
Properties Properties
- kI fkgK 1.05 2,51
k W/mK 26.3 x'107° 0.15
P kg/m® 1.16 663
b P m? /s 2.1 %107
Ad, MJfkg Fuel 14
no  kgOafkg Fuel 1.25
F 0.68
d m 6.4 %107
E kJ/mol 16.3
A st 5.67 x 10°
: vy . dY,
S —0:Y=0—=Y,=—1=0 47
& = 5 (47)
" &y  dy,
HE—-0:Y=1;,—= = (48)
' dé, ~ dt,
where
puc €
= [B2dn;6 = [P9%0, - )
k k,
T-T, - A Yis
T=————:Y=1—-—:;Y,=1- 50
Tb = ’!‘u ’ }:4 Yusu ( )
k
Ley, = —%— 51
€g épmecp ( )
l‘r iz Aukpsino
a €ug puc,’
r\n - Aunokgupsi
= —2
¢ (€ttgu)” pou
1/ Auk &);B
I-| " i g L (52)
€Ugucpus (1 —€)
In eq.(49) the total mass flux is written as
pu = p(1 —€)us+ pyeuy, = const. (53)

and the following relationship is established between the vari-
ables £ and &

Wkgu

£ =06H;C = ——
€Pgutiguk

(54)

Outer Solution (convective/diffusion zone)
In the outer region reaction is considered to be negligible,
and the profiles for oxygen and solid species in the outer region

have the solution

2 L
Y™ = Cyezp(Le&) = Cyexp (—(?96) (55)

1

dy,” 5~
=l | Ys = 5 5

2, 0. = cons (56)

With zero mass diffusivity for the solid species,
G0 Y, =1=Y, =0 (57)

Similarly convective/diffusion outer zone yields the solution for

“the energy equation as

™ = Crel® (58)
Cy and C, can be found from matching the inner and outer so-
lutions.
Inner Solution (diffusion/reaction zone)
Define
1 RT,
= - = — 1 59
] - 7 < (H9)
and a new spatial coordinate n which is scaled by 6
n= % (60)
Expand the inner solutions in terms of § up to the first leading
order as
Yt =1-68v(n)-0 (&) (61)
™ = 1-60(y) -0 (6% (62)
v," = 6A(n)+0 (&) (63)
It can be shown that
Le, 1.
s 3 64
7 (n) % orf (1) (64)
and similarly
do(y)  Cil 6({\_£\1) (65)

dn S

where in the above equation A (7 = 0) = A;. Introducing

1 E
=25 B ool

such that the following relationships can be defined

-E -7 i
exrp (E‘-) = exp (—é—T-E) = ezp(—eo) exp (r%) (67)
whefe ¢ = I"—T';l“ Also define

- 0
o = &

The formulation for the inner region is completed by giving

(68)

d*©(n)  Le, 81" T

n* O} ' ar
) (E; (1 ;é) d%”)]erp(—fo)@(n)ﬂp (‘?6)9}
T h
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Given the condition for the stoichiometry of the reaction as

1’\'"
C I’
the solution to eq.(69) gives the following expression for the peak

=1 = nous(l —€)psi = poutigue¥ou (72)

temperature in the bed

:g) _ (B8 (Do) (cpgutige¥on)” (g9
RT,

-
i (RE)? Aunopa
The propagation velocity of the burning front is obtained from
eq.(53) and the integrated energy equation given below

_ pig (- T.)

- 4
o8 PoistiztYou (74)

(B) Numerical Solution

The governing equations for energy and conservation of species
(gas and solid), subject to the boundary conditions, are dis-
cretized by integrating the equations over a finite control vol-
ume, thus reducing the boundary value problem to a system of
algebraic equations. Constant properties are assumed, except for
the temperature dependency of the radiative heal transfer coef-
ficient. A nonuniform mesh with a higher concentration of nodal
points near the location of the combustion front covers the com-
putational domain. The discretized equations are solved using
the power-law scheme (Patankar,1980) to evaluate the fluxes at
the control volume faces. The reaction rates, acting as the source
or sink terms in the governing equations are linearized according
to

S = 8. + S,X, (75)

where X, denotes the functional dependency of the source term
on the parameter X at location p. Since the expression for the
reaction rates is quite complex, S, is taken to be zero, and S. is
taken to be constant and equal to the value of the reaction rate
at the previous iteration step.

Time-independent profiles are assumed in a coordinate sys-
tem moving with the combustion front. The species and temper-
ature profiles, as well as the front velocity are solved iteratively,
assuming a uniform gas flux upstream and a constant burning
front velocity which depends on the final temperature through
the integrated energy equation. Variations of the gas density
with temperature and evolution of the pyrolytic gas is accounted
for.

Since the propagation velocity of the combustion front is not
known apriori, the location of the front is fixed by specifying the
temperature at one mesh point, thus avoiding the cold-boundary
difficulty. This point is selected in such a way to insure that
the temperature and species gradients nearly vanish at the cold
boundary, which otherwise, would result in loss of heat through
the cold boundary.

An initial profile is assumed for the gas, solid, and tempera-
ture. The starting profile involves a reaction zone through which
the oxidant and solid species concentration change linearly from
upstream values to zero. A linear profile is also assumed for the
temperature rise in the reaction zone. Zero gradients at the cold
and hot boundaries are also imposed on the starting estimates.

The species profiles are first computed using a fixed tempera-
ture. Only after a converged solution is obtained for the gaseous
and solid species with the temperatures Leld fixed is the energy
equation included in the iteration. The cnergy equation is solved
With the
newly converged temperature profile held fixed, the computation

next keeping the concentration of species constant.

on the species equations is repeated. This iterative process is
continued until full convergence of all profiles is achieved. The
convergence criterion adopted either for the species or the tem-
perature profiles is such that the value for the normalized dil-
ference between any two successive computations in the entire
computational domain is less than 107%. Due to the nature of
the reaction rates, as the temperature increases, the source term
increases, causing instabilities in the computation of the energy
equation. It is found necessary to compute the reaction rates
only during the iterations on the species equation, and keeping
it constant while solving for the energry equation.

(C) Experiment

A fixed bed of fuel is composed ol a random packing of spher-
ical wood particles 6.4 x 107*(m) in diameter. The particles
are placed in a combustion chamber which has a square cross-
sectional area, and is made of Alumina Silica (the composition is
roughly 80% Alumina and 20% Silica) to minimize lateral heat
losses. A flow dispersion bed containing glass beads is positioned
in the lower section of the combustion chamber to insure llow uni-
formity of the incoming air and minimizing channeling.'he fuel
is ignited from above by a radiant heat source which provides a
uniform ignition of the bed. Subsequent to the ignition of the top
layer, the external heat source is removed, and the combustion
front starts to propagate at a steady rate. Temperature read-
ings are taken by Pt30% [th thermocouples (insulated in ceramic
tubes) inserted along the centerline of the bed. Measurements are
made at the center of the bed to assure nearly one-dimensional
behavior and to minimize side effects. The thermocouples are
precisely spaced 9.4 x 1073(m) apart. These provide the propa-|
gation velocity and temporal variation of temperature within the
bed. Temperature recordings are made in 10 second intervals.
The velocity is determined from the known spacing and from ths‘:l
measured time it takes for a given temperature level (500°C) on
the burning front to pass successive thermocouples. The results
indicate that the burning front spreads essentially at a constant,
rate. i

Air is supplied from below in the opposite direction to the

front propagation, and its velocity is calculated from the mea-
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Fig. 7. Combustion Wave Structure

sured volumetric flow rate into the bed and its cross-sectional
area. To study the effect of gas flow rate on the combustion
characteristics of the bed, the air flow rate is varied between
4 x 107%(m3/s) and 1.6 x 1073*(m3/s). The lower and upper
values set the flammability limits in the experiment. It has been
observed experimentally that air flow rates above 8 x 107%(m?/s)
result in incipient fluidization of the top layers which have lower
density (due to the solid consumption) than the unburned solid.
(D) Results

Figure 7 illustrates a typical combustion wave structure ob-
tained numerically. The spatial variation of temperature, oxygen,
unburned solid, and reaction rate is shown in the preheat zone,
the reaction zone, and downstream of the reaction wave. The re-
sults are obtained for the adiabatic reverse combustion assuming
local thermal equilibrium between the phases. The mass concen-

tration of oxygen essentially goes to zero over the width of the
reaction zone and some solid fuel will remain unreacted. The
degree of solid consumption depends on the initail air flow rate
and oxygen supply. .

The burning velocity is essentially controlled by the balance
between the degree of heat generation in the reaction zone and
transport of this heat to the unburned solid fuel. Thus, radiation
becomes an important factor in controlling the rate at which the
burning front spreads to the unreacted zone. The final tempera-
ture and the degree of consumption of solid fuel (or the apparent
equivalence ratio) depend on the propagation velocity which is
not known aprioir. At low air flow rates, the reaction is oxygen
limited and the apparent equivalence ratio is only a fraction of
that for the stoichiometric. Increasing the air flow rate results in
higher burning velocities, accompanied by higher temperatures
and a shift in the equivalence ratio toward stoichiometric. Be-
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Fig. 8. Variation of Combustion Front Velocity with Inlet Air
Velocity

yond a critical flow rate (stoichiometric burning), the solid will
be totally consumed and excess oxygen will remain at the end
of the reaction zone (fuel limited). Figures 8 and 9 show our
numerical calculations for the variation of the combustion wave
velocity and the maximum temperatures with respect to the inlet
air velocity, in comparison with the experimental and analytical
results. In Figure 9, the point where the burning velocity crosses
the stoichiometric line coressponds to the total consumption of
both the oxygen and solid fuel.
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COMBUSTIBLE POROUS MEDIUM:
SOLID-SOLID REACTIONS

5.

The propagation of a reaction front in an ignited powder mixture
of reactants A and B is possible if a sufficient fraction of the
heat generated in this exothermic reaction (combustion) can flow
downstream of the front. The heat and mass transfer through
the powder (and within the individual particles) is significantly
altered if melting occurs and especially if the liquid phase moves
due to capillarity (assuming that the Bond number B = gp,d® /o
is small enough, i.e., the grawvity effect is negligible compared to
capillarity). In many binary systems, the melting point of one
or both reactants is below the adiabatic stoichiometric reaction
temperature, and it is expected that the transport (and reaction)
around the combustion front will be influenced by the presence
of the liquid phase and will be significantly different than that
associated with transport through the solid phase only. This,
in general, results in enhanced diffusion, and therefore, both the
front speed and the extent of reaction completion (especially for
volume-averaged nonstoichiometric mixtures and when particles
of A and B are not in direct contact) increase due to the formation

and movement of the liquid phase. The grain structure of the

product is also influenced by this liquid.
We consider the reaction

A¢+B, — AB,. (76)

Table 4 gives examples of the binary systems A and B used in the
combustion synthesis of product AB (e.g., Deevi, 1991; Munir,
1988), where Az, is the heat of reaction; Them 1s the melting
point of stoichiometric AB; 7} ,, and Ty, are the melting points
of pure A and B species; and T,y is the adiabatic stoichiometric
reaction temperature. For example, as shown in table 1, T, .,
is less than T,q for the Ti and C system and for the Si and C
system.

The description of transport and reaction through porous me-
dia(when the formation of a liquid phase is included) is by a set
of local volume-averaged governing equations where local ther-
mal and concentration equilibria are assumed between the liquid
and solid phases and no allowance is made for the motion of the
liquid (e.g., Merzhanov, 1990; Margolis, 1983; Merzhanov and
Averson, 1971). The rationale for these simplifications has been
the search for the gross rather than the detailed behavior of the
combustion front. On the other hand, for binary systems that
undergo phase change, the experimental studies have unveiled
many interesting features, which can only be explained in light
of the liquid formation and motion (e.g., Deevi, 1991; Rabin et
al., 1990).

In the descriptions of Margolis (1983, 1985) when the species
A has a melting point below the adiabatic combustion tempera-
ture, a liquid film of this species will form around the B particles.
The amount of liquid and the mass transfer within it and between
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the liquid and the solid phases are not yet addressed. Because
of the lack of a direct inclusion of the liquid and its distribution,

the role of the liquid formation is generally only lumped into an

empirical parameter combining the degree of reaction completion
and the latent heat of fusion (Merzhanov, 1990; Margolis, 1983).
On the other hand in the liquid phase sintering literature (where
the entire specimen is assumed to be at a uniform temperature),
the formation of the liquid phase and its motion (including the
motion of the solid particles totally surrounded by the molten) is
more directly addressed (German, 1985; Somiya and Moriyoshi,
1990).

The present state of the knowledge on combustion synthesis
is nearly completely summarized in the proceedings of the inter-
national conference held in 1988 and in the summary of a recent
workshop (Grosshandler, 1990). The mathematical treatments

(including stability) are reviewed by Bayliss and Matkowsky (1990

Margolis et al. (1990), Armstrong and Koszykowski (1990), and
Varma et al. (1990). The experimental and physical aspects
are discussed by Hardt and Holsinger (1973), Mullins and Riley
(1989), Anselmi-Tamburini and Munir (1990), Trambukis and
Munir (1990), and Deevi (1991).

A pore-level examination of the reacting powders (for imper-
meable spherical particles) reveals that a liquid phase is formed
and that initially (up to the time where a critical local liquid
volume is reached) this liquid is held as rings at the particle-
particle contact points (where the reactions occur). At higher
liquid volumes, the liquid phase becomes continuwous (at least
over several particles) and is mobile. In general, there is also
a two-phase (i.e., the mushy region) separating the liquid and
the solid phases. This is also realized by examining the phase
diagram of the binary systems and by noting that when the adi-
abalic combustion temperature lies between the melting point of
species A (lower melting point) and species B, the product of
A and B can be in the two-phase state for parts of the concen-
tration spectrum. An example is the carbon-titanium system.
Note that after a sufficient amount of time is elapsed and for
stoichiometric mixtures where particles of A and B are in di-

rect contact through at least one interface, no unreacted A and
B will remain. Figure 10 gives a rendering of the reacted and
unreacted regions adjacent to the combustion front. The volume-
averaged nonstoichiometric and diluted mixtures will have some
special features. We point out the particle-level reaction being
controlled by both diffusion and liquid motion and that except
for a particular plane in each particle this reaction is always non-
stoichiometric. Therefore, the liquid and two-phase zone forma-
tion and motion is rather complicated, and in powder reactions,
an approach similar to that taken for continuum (mostly slabs)
solidification and melting (Armstrong and Koszykowski, 1990
Anselmi-Tamburini and Munir, 1990; Hardt and Phung, 1973)
must be taken. The molecular mass diffusivity of liquids is larger

than that of solids and a favorable distribution of the liquid phase *

can significantly increase the rate of completion of the reaction



Table 1. Examples of systems used in combustion synthesist.

Reaction Crystal At (kI/kg) Tasm (°C) Tam (°C) Tom (°C) Taa (°C)
Ti, 4+ C, — TiC, Gry met, Cub -3076 3140490 1660410 3652 subl 2937
Tie + 2B, — TiBa, Hex —4663 2900 1660£10 2300 2917
3Tie + B4C, — 2TiB2, + TiC, - - 1660+10 - -

Sig + C, — SiC, Blk, Cub (8) —1629 2700 subl 1410 3652 subl 1527

Siz 4+ C, — SiC, Blk, Hex (o) —1566 2700 subl 1410 3652 subl 1527
Zrg + C, — 21C, Gry met, Cub —1967 3540 1852 3652 subl

Hf, + C, — HIC, - —1321 ca 3890 2227 3652 subl 3627
Nb¢ + C, — NbC, Blk Gry, Cub -1325 3500 2468 3652 subl

4B, + C, — B4C, Blk, Rhbdr —1288 2350 2300 3652 subl 727
3Cr¢ + 2C, — CraCa, Gry, Rhomb —449 1980 1857 3652 subl

tThe properties are taken from CRC Handbook of Chemistry and Physics (1986

.

e

1987) and from Handbook of Thermodynamics Tables and Charts (1976).

and the propagation speed of the combustion front. With the
formation of liquid (and for small enough particles), the single-
temperature wave propagation may occur; while for no melting
(as is for large particles), the two-temperature wave propagation
(the second one marking the completion of the reaction) may oc-
cur (Munir, 1988). The spread of the liquid may also result in a
structural anisotropy of the final product. '

These features can only be unveiled by a pore-level examina-
tion of the transport, reaction, and phase change. In practice,
the pore-level simulations are too elaborate to use and, therefore,
local volume-averaged descriptions are used. The local volume-
averaged governing equations that apply to combustion synthesis
must include some of the above-mentioned, pore-level features in
order to result in accurate predictions of the local concentration
(i.e., the transient degree of completion of the reaction). As will
be shown in the proposed research, this would require a separate
local treatment of the liquid and the solid phases (i.e., imposi-
tion of local nonequilibrium). The inclusion of pore-level features
requires prescription of some coeflicients coupling the transport
equations for each phase. An estimation of these coupling coefli-
cients is generally found by the analysis of the pore-level phenom-
ena (i.e., a direct simulation at the pore-level). Presently, this
direct simulation and the appropriate local volume-averaged de-
scriptions are not available. It should be mentioned that for the
verification of the direct simulations and the predictions of the
local volume-averaged equations, experimental results are needed
that specifically address the parameters appearing in the analysis.
Therefore, because of the required simplifications/assumptions
made in any analysis, critical experimental verifications must be
coupled into the investigation. So far this detailed investigation
has not been applied to the combustion synthesis.

5.1 Analysis of Solid-Solid Reaction

5.1.1 Mass TRANSFER

Assume that the green specimen is made of monosize particles of
species A with diameter d, and monosize species B with diameter

dp with an initial compaction assigned by the initial contact area

given by the contact diameter d.,,, d.,,, and d.,,. Figures 11
and 12 give a rendering of the arrangement of the particles. The
symbols are defined in the nomenclature section. A statistical
arrangement is also possible by an ensemble averaging over many
realizations of some arrangements.

The species A and B diffuse through their contact area and
react at the reaction rate given by a phenomenological chemical
kinetic relation of the form (e.g., Merzhanov and Averson, 1973)

fin = pa Ko(T) exp(—E/RT). (77)

This exothermic reaction generates heat at a rate of 1, Az, (W/m?),
and this heat will partly result in an increase in the local sensible
heats and will be also consumed as the latent heat. The mass
diffusion of A and B continues and becomes enhanced due to the

increase in the local temperature and also due to the high molec-

ular mass diffusivity through the liquid phase. Depending on
the particle sizes, a capillary motion may occur and can further
enhance the mass transfer and, hence, the reaction rate. The de-
pendence of the molecular mass diffusivity on the temperature is
generally given through phenomenological models such as (e.g.,

HHardt and Phung, 1973)

I)m‘ﬁ—m’i == (D'xn.A—AB)Dexp(_Aiﬂ:ﬁ—ﬁﬁlf?'r‘rl}' (?8)

Note that we have been discussing impermeable spherical par-
ticles and so far have not mentioned porous spherical particles
such as porous carbon made of an agglomeration of soot parti-
cles (e.g., Deevi, 1991). In such cases, the molten can penctrate
through these pores (due to capillarity), and the rate of pene-
tration into these porous particles is much larger than that due
to molecular diffusion (even at elevated temperatures). In par-
ticles of species A or B, diffusion, phase change, and reaction
occur as determined by the initial contact area, particle arrange-
ment, and the thermo-physico-chemical properties. These phe-
nomena will be determined by solving the conservation equations
along with the appropriate constitutive relations and by allow-
ing for the property variations. The lateral periodic boundary
conditions can be justifiably applied. However, longitudinally
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Fig. 10. A rendering of the reacted and unreacted regions adja-
cent to the ombustion front.The combustion front is not shown
in detail. The species A has a melting point lower than the adi-

abatic reaction temperature of A and B.

the combustion front covers many particles, and there is no sym-
metry. Therefore, in both the upstream and downstream (with
respect to the front propagation direction), many unit cells will
be included in the direct simulation.

5.1.2 HEAT TRANSFER

For each particle, heat flows in from the neighboring upstream
particles. When there is a significant difference between the ther-
mal diffusivities of particles A and B, a significant amount of
heat can also flow laterally into the particle. The heat is also
generated due to reaction, and finally it flows out to the down-
stream particles (and if o, /ay is far from unity, also laterally).
The mass and heat diffusion and reaction and heat generation
result in temperatures above the melting temperature of species

A causing a phase change. As was pointed out, the phase change

of the binary systems includes the mushy regime where a two-
phase mixture also exists. The existing treatments also include
the continuum model in which the transition from the solid to
liquid phase through the mushy zone is through a continuous
change in the solid fraction.

The coupled heat and mass transfer equations for the unit
cell can be solved by tracking the interfaces in each particle.
The unit cells are connected through their common boundaries,
and the entire combustion front will be simulated by seeking the
steady solution (by making the control volumes move with the
eigenvalue front speed, as done in the computation of premixed
gaseous combustion).

5.1.3 LiQuip MENISCUS

The liquid and mush formed can move due to the forces of the
volume ezpansion during the formation of these phases (and in
the solidification zone downstream of the front, the liquid that
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Fig. 11. The reaction and melting front penetration at a particle
particle contact area. (a) The liquid is discontinuous and appears
as rings around the contact area. (b) The liquid from the adjacent

pores connect and a continuous liquid phase is formed.

was moved there by capillarity will undergo a volume decrease|
and the capillarity. The opposing forces are the static surfact
forces (at the three-phase contact line, the force balance leads to
the static contact angle) and, when the liquid is in motion, the
viscous force. Determination of the quasi-steady meniscus con-
tour in the downstream liquid-phase regime when no mushy zone
present, is rather straightforward (Kaviany, 1991). The inclusion
of the mushy zone and the dynamic forces add complications that
have not yet been addressed. One can include the mushy zong
as a pseudo-liguid phase but with properties different than the
liquid. This will allow us to use the contact angle (either static
or modified-advancing or receding). This in turn will allow for
the estimation of the trajectory of the moving contact line (i.e,
the line between the three solid, liquid, and gaseous phases) and
the gradual connection of the menisci of the neighboring rings
(i.e., start of the liquid continuity). The static Young-Laplace
formulation for the meniscus is generally not applicable to fast
transient problems, such as the one considered here. However,
the trends predicted by the modified static formulation (i.e., by
inclusion of the dynamic contact angle and the dependence of the
surface tension on the concentration, etc.) have been found ty

agree with the experimental results (Tao and Kaviany, 1991). :

5.1.4 THERMODYNAMICS

Figure 13(a) is a binary phase diagram reproduced from Germar
(1985, p.173) that shows that the species A has a melting point
below the adiabatic mixture temperature T,q, a characteristic fa
vorable for reactive liquid phase sintering. Note that for particl
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Fig. 12. The unit cell used for the direct simulation of the
propagation. Several such unit cells are included upstream and
downstream of the front, and the simultaneous solution to the
transport in these unit cells is sought.

made of pure A and pure B species, the entire concentration spec-
trum is realized as the two particles A and B come in contact at
elevated temperatures. The two-phase regimes (i.e., £+5), as well
as the liquid and solid regimes, are present in the phase diagram.
In principle, the thermal penetration front through a particle of
species A is followed by a concentration front [notwithstanding
that the mass diffusivity increases with temperature as given by
Hardt and Phung (1973)]. Then, at a position in the particle with
T ~ T, ., and with the concentration of species A higher than
Cy,, a liquid phase exists. For Cp, < Cx < Cp, and T >~ T},
a two-phase region is first encountered before arriving at a solid
phase region, which is followed by another two-phase region. As
is clear, this can be a fairly complicated phase distribution in
a particle A undergoing reaction with the neighboring particle
B. Note that these are equilibrium phase characteristics, and, in
general, for fast phase change conditions such as that considered
here, the equilibrium phase diagram may not be realized.

Figure 13(b) is the phase diagram for the Ti-C system (Mas-
salski, 1986).
shown. This is an example of a very commonly used system
(e.g., Deevi, 1991; Advani et al., 1991; Mullins and Riley, 1989;
Adachi et al., 198@; Munir, 1988). The encountering of various
phases during reaction is evident.

The high carbon concentration portion is not

(a)
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Iig. 13. (a) A rendering of the phase diagram for a binary system
with Ty ;m < Tha. The diagram is suggested by German (1985)
for systems favorable for reactive liquid phase sintering. (b) The
phase diagram for Ti-C binary system from Massalski (1986).
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SUMMARY

Heat transfer controls the solidification rate of pure substances, mixtures and liquid
sawurated porous media. Recent research on experimental and theoretical solidification of
binary mixtures and of solutions saturating porous structures are discussed. The emphasis in the
discussion is on physical processes which underlie solidification in scientific and engineering
studies. When thermally and solutally induced buoyancy forces drive convection currents in
both fully melted and two-phase (mushy) zones during solidification of binary systems, flows in
melted and mushy zones are strongly coupled to each other. Moreover, fluid flow within the
mushy zone is linked to macrosegregation, a maldistribution of solute in castings. Current
progress is reviewed, and some promising areas for further research attention are also

identified.

INTRODUCTION

Systems that undergo phase change from liquid to solid have
been the focus of research for decades in the fields of applied
physics and mathematics, geophysics, metallurgy and engineering.
Important applications include casting, welding, latent heat energy
storage, nuclear reactor safety, crystal growing, food processing,
and cryosurgery. Solidification of water or pure metals is well
understood and predictable as is melting of ice and metals.
Solidification of single component systems such as water has been
the subject of study for over one hundred and sixty years (Lame’
and Clapeyron, 1831), and almost sixty years later the interest in
the problems resurfaced (Stefan, 1889). Discussions of the Stefan
problem are contained in more recent accounts (Rubinstein, 1971,
Crank, 1984; Hill, 1987) and references therein. Very few exact
solutions exist and fluid motions are not considered. In contrast,
solidification of multicomponent mixtures consisting of two or
more elements is much more complicated. Even the solidification
of a binary alloy (two component mixture) includes, in addition to
phase change and heat transfer, the complicating phenomena of
mass transfer, double-diffusive convection, and flow through a
porous medium. Moreover, these phenomena occur on coupled
microscopic and microscopic scales.

Motivation for study of solidification from both theoretical
and experimental points of view is provided by current problems
of geophysical and technological interest. For example, the
internal structure of a metal alloy and its metallurgical and
mechanical properties depend crucially upon the history of its
solidification from a melt. Efforts have been and continue to be
aimed at both improving traditional solidification processes such
as casting of steel and non-ferrous metal alloys, but also in
developing new materials for which solidification constitutes the
most effective and efficient manufacturing process. Recent
examples include casting of metal-matrix composities (Rohatgi,
1988), production of materials with unique microstructures via
solidification of undercooled melts (Sahm et al., 1986), growth of
semiconductor crystals from melts (Brown 1988), and melt-
textured growth of high-temperature superconducting crystals

(Murphy et al., 1988). Additional interest in solidification has
come from geologists who are concerned with magmatic
crystallization (Huppert, 1990). Much of the recent progress has
been made possible by the development of new numerical
techniques and the widened availability of powerful computers
(Voller et al., 1991).

Solidification is a broad field encompassing a range of
engineering and scientific disciplines. Understanding solidification
requires an interdisciplinary awareness of materials science,
mechanics, physics, chemistry, applied mathematics, and transport
phenomena, coupled with a knowledge of conditions present in
real processes. The large number of aspects important to
solidification process and their complex interactions are presented
schematically in Fig. 1. One of the most challenging problems in
solidification modeling is the complex interactions between
physical phenomena occurring on different length scales ranging
from atomic rearrangements, over single crystal/melt interactions,
to heat extraction at the system level. This is summarized in Table
1. For example, it is not at all clear how to combine the known
effects of convection on the growth of a single crystal (Glicksman
et al., 1986) with the influence of macroscopic fluid motion on the
evolution of crystal aggregates (i.e., "mushy zones") (Viskanta and
Beckermann, 1987; Huppert, 1990; Beckermann and Viskanta,
1993) in a single model. The situation is even worse when
different engineering disciplines are involved: no model is
available that captures, for example, the fracture and break-off of
microscopically small parts of a crystal due to solid stresses
together with the ensuing solid (and induced liquid) motion and
mMacroscopic transport.

In the past, difficulties in understanding solidification have
been caused, in part, by the large number of parameters involved
as well as by inadequate communication between scientists who
understand the process and engineers who apply it. Although
realistic models can only be obtained through simultaneous
consideration of all aspects of solidification shown in Fig. 1, it is
apparent that a central, but often neglected role is played by
transport phenomena occurring during solidification. The present
review is concerned with this particular aspect of solidification on
a macroscopic (system) level.

P=39%




Transporl Phenomena
Fluid Flow, Heal and Species
Transfer

Temperature Field,
Thermal and
Solidification
Volume Change,
Chemical Composition,
Solid Properlies

Air-Gap Formation,
Cracks,

Porosity.
Deformation Heal

Solidification Rale
Chemical Composition,
Temperalure Field,
Cooling Rale,
Velocily Fields

Latent Heat,
Solid Properties,
Interfacial Structures

Phase
Transformation
Kinetics
Nucleation, Grain Size and
Microstructure, Grain Growth,
Recrystallization, Etc.

Translormation Slresses
Mechanical Properties

Solid Mechanics
Strains, Stresses, Elc.

Stress Induced

Transformalions
(Plasticity), Mechanical
History

Figure 1.  Important interactions in solidification.

Table 1. Physical length scales and phenomena in solidification
(after Kurz and Fisher, 1989).

1) System (macroscopic) scale ~102 m: For modeling mass,
momentum, heat and species transport phenomena, cooling
rate, latent heat evolution, macrostructure, volume change.

2) Microscopic scale ~10* m: For modeling columnar and
equiaxed microstructures, cells, dendrites, eutectics,
coarsening, local heat and species-transfer, dendrite
tip/eutectic front behavior, dendrite arm spacings.

3) Interface scale ~10"3 m: For modeling interface instabilities,
capillarity, undercooling, local equilibrium.

4) Atomic scale ~10" m: For modeling nucleation, interface
structure (faceted, non-faceted), atomic attachment kinetics.

The aim of this paper is to review from a thermal scientist’s
point of view some of the recent work on the macroscopic
transport phenomena that accompany solidification of binary
systems. The focus is on flow, heat and mass transfer processes
which can play an important, if not the dominant, role during
solidification. It is beyond the scope of this discussion to review
transport on a microscopic level or coupling of microscopic-
macroscopic phenomena (Rappaz, 1989), no attempt is made to
review mathematical modeling of solidification as up-to-date
accounts are available (Smith and Hoadley, 1987; Viskanta and
Beckermann, 1987; Beckermann and Viskanta, 1993) and
references cited therein. The following section describes the basic
physical phenomena occurring in alloy solidification and touches
only very briefly on mathematical modeling approaches. Details
concerning experiments and theoretical models can not be
included, but ample references to the original literature and
specialized accounts are included. In the next section we consider
several concrete examples of solidification occurring in simple
physical systems. Some concluding remarks are made in the final
section.

BASIC ASPECTS OF ALLOY SOLIDIFICATION

Solidification of alloys and solutions differs in many
respects from phase change of pure substances and readers
unfamiliar with the subject are referred to recent accounts (Kurz
and Fisher, 1989). Here, only a few basic concepts are introduced

i)
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CSr cir
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Composition
Figure 2.  Equilibrium phase diagram for a fictitious binary

system X-Y.

that are particularly relevant to the discussion to follow. More
detailed discussion is deferred to the next section in which
solidification in specific systems are considered.

Phase Diagz.u_n. Pure substances (and eutectic mixtures)
solidify at a discrete temperature, while the solidification rates are,
in general, determined by the local heat transfer rates normal to the
solid/liquid interface. Solidification of binary mixtures differs in
many respects from solidification of pure substances. Any study
of solidification of such a system must be based on the phase
diagram, which specifies the possible states of liquid and solid at
the thermodynamic equilibrium as of function of temperature and -
composition (Kurz and Fisher, 1989). Usually, the phase
transformation takes place over a range of temperatures rather than
at a discrete temperature as in single-component systems. This can
be more readily explained by referring to Fig. 2 which shows an
equilibrium phase diagram for a fictitious binary system X-Y ata
constant pressure. The liquidus-solidus pair S, and L, correspond
to temperature Tp. At T, the binary system of the pair will
consist of a liquid at composition Cp; and solid at composition '
Csi1- In other words, the solid and liquid phases can coexist in
equilibrium at various temperatures, depending on the composition
of the mixture. Furthermore, in most systems the chemical
components have different solubilities in the solid and liquid
phases. Hence, during phase-change a chemical species may be
preferentially incorporated or rejected at the solid/liquid interface.

Above the eutectic temperature Tg, but still below the!
liquidus curve, liquid and solid phases can coexist. For
temperatures below the eutectic line, only solid phases can form, at
least under the constraint of thermodynamic equilibrium. Density,
of the liquid is generally a much stronger function of composition’
than of temperature; therefore, a melt whose composition is less
than the eutectic composition Cg releases more dense fluid while a
melt whose composition exceeds Cg releases less dense fluid when; }
the liquid is cooled and solidified.

The solidus and liquidus temperatures coincide at the
cutectic composition Cg, but for all other alloy compositions,;
solidification occurs over a temperature range defined by the'
corresponding liquidus and solidus lines. Therefore, a two-phase
region, known as the mushy zone, forms during solidification of
most binary alloys. The mushy zone is comprised of solld{
dendrites and interdendritic liquid, and it separates fully solidified!
and melted regions during solidification. Figures 3(a) and 3(b)
show dendritic structures in NH4Cl-H,O and Pb-Sa systems,
respectively. Hence, the mushy zone can be viewed as a porous
(dendritic) solid structure, which is saturated with interdendritic’
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Figure 3. Dendritic structures for NH4Cl-H,0 (a) and Pb-Sn

(b) (from P.J. Prescott, 1992).

liquid. The porosity of the mushy zone varies from zero at the
solidus interface to wunity at the liquidus interface. The
permeability of the mushy zone is relatively small near the solidus
interface and relatively large near the liquidus interface.

The dendritic crystals are oriented principally along the
direction of strongest thermal gradient (Webb and Viskanta, 1986;
Braga and Viskanta, 1990; Worster, 1991). The permeability of
the mushy zone is highly anisotropic, and the typical spacing
between crystals is very small compared to the depth of the mushy
layer. Dentrites grow naturally with very large specific surface
area, and the dendrite arm spacings are of the order of 10 to 100

pm.
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Growth Front. Formation of solid is principally governed by
the temperature and concentration gradients on each side of the
:c,olid.z‘liquid interface. During solidification of alloys, the interface
15 much more complicated and under most practical conditions is
not smooth. In general, alloy solidification is characterized by the
presence of a large variety of microscopically complex structures
(‘Kurz and Fisher, 1989). Microstructure formation is strongly
influenced by the alloy composition, the growth and local
temperature gradient. In industrial castings and ingots as well as in
may phase-change processes occurring in nature, the normal mode
is dendritic (Fisher, 1981). The dendrite exists in an alloy casting
because it is the most efficient morphology for the diffusion of
solute and the dissipation of heat in order to reduce the
supercooling in the melt. Dendritic growth in castings can be
further subdivided into two categorics, columnar and equiaxed.
The different crystal structures occurring in a casting are
illustrated schematically in Fig. 4. In columnar growth, long
aligned dendrite stalks are attached to the cooled wall and are
_para]]cI to unidirectional heat flow. The speed of the crystal front
15 constrained by the movement of isotherms. Equiaxed dendritic
crystals, on the other hand, grow radially into an undercoolied melt
roughly the same extent in several directions indicating a multi-
directional heat flow, and the latent heat is removed through the
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The classic ingot microstructure: (1) chill zone, (2)
columnar zone and (3) equiaxed zone (after Sahm,
1982).

Figure 4.

Solidification on microscale and, hence, microstructure
formation in most metal alloys and solutions is mainly controlled
by species (i.e., solute) concentration gradients on each side of the
solid/liquid interface, owing to the low mass diffusion relative to
thermal diffusivity of such systems. On the liquid side of the
interface, most of the solute is rejected laterally, in a direction
perpendicular to the heat flow (e.g., between dendrite arms or
eutectic lamellae). There always exists a concentration gradient in
the liquid through which the solute rejected during solidification is
removed. Consequently, the interfacial concentration must be
higher than the liquid concentration away from the interface (Kurz
and Fisher, 1989). The difference between the concentration at the
interface and some bulk value in the liquid is usually referred to as
constitutional undercooling. Thus, the melt is undercooled (i.e., it
is in a metastable state) if the actual temperature at that point in the
liquid is below the liquidus temperature corresponding to the



liquid concentration at that point (see Fig. 2). The actual
temperature difference between the interface and some bulk value
in the liquid, referred to as thermal undercooling, plays only a
minor role in microstructure formation, because the thermal
diffusivity of most alloys is higher than the mass diffusivity. In
spite of the fact that the solute gradients are confined to a very thin
region near the solid/liquid interface, convection can alter the
microscopic concentration (and temperature) profiles influence
microstructure formation, and hence, the shape of dendrites
(Glicksman et al., 1986).

The outlined microscopic phenomena manifest themselves
in many interesting ways on macroscopic scale (i.e., at the scale of
the entire process). Figure 5 illustrates the various structural zones
that can develop in a casting. For simplicity the process of filling
the mold that accompanies many casting processes is not shown.
The nuclei that first appear at or near the cooled wall (not shown)
develop into an outer equiaxed zone [Fig. 5(a)]. Later, only those
crystals survive that can grow parallel to the heat flow direction.
This leads to the formation of a mushy zone. Once the superheat
in the bulk liquid is dissipated, the melt ahead of the columnar
dendrite tips becomes undercooled allowing equiaxed crystals to
grow. The equiaxed crystals are free to move in the melt [Fig.
5(a)] until they pack and form the inner equiaxed zone [Fig. 5(b)].
A finely equiaxed structure is often desirable in a casting and can
be promoted through the use of inoculants and magnetic stirring.
A fully columnar structure can also be obtained, if the
solidification and convection conditions are carefully controlled
(Ohno, 1987).

Equiaxed Dendrites
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Development of structural zones in a casting (after
Kurz and Fisher, 1989).

Figure 5.

Transport Phenomena. In the solid heat and species are
transported by diffusion only; however, in the melt both heat and
species are transported by diffusion and fluid motions at both
macroscopic and microscopic levels. At the macroscopic scale the
solidification is primarily controlled by heat diffusion and, to some
extent, by convection in the liquid. Motion of the melt has a
profound influence on the solidification processes in
multicomponent mixtures in that it affects the local temperatures
and concentrations at the solid/liquid interface. Consequently,
convective flow determines, to a large extent, the local phase-
change rates, the microstructure of the interface (i.e., interface
morphology) as well as the chemical composition of the solid
phase. Generaly, melt flow can be caused by (i) external forces
(pressure, rotation, translation magnetic), (ii) density differences
due to solidification and due to temperature and compositional
changes within a phase, (iii) surface tension gradients at a free
surface arising due to temperature and/or composition gradients
(thermo/diffusocapillary flows), (iv) the action of gravity on a
density gradient (buoyancy-driven flows), (v) residual flow due to
filling of the mold, and (vi) drag forces from fall of equiaxed
crystals. In the absence of external forces buoyancy driven flows
are often dominant in non-zero gravitational field. They are hard
to quantify, influence and control. For example, thermocapillary
convection can be induced by shear stresses which result from
surface tension gradients (Marangoni convection). Convection
generated by surface tension gradients is recognized as a
significant flow mechanism in welding (Kuo and Sun, 1985),
certain crystal growth systems (Ostrach, 1983; Brown, 1988), and
solidification of salt solutions (Engel and Incropera, 1989).
Thermocapillary flow is expected to be particularly important

during solidification of metals, because the surface tension of |

liquid metals varies strongly with temperature (and concentration).

A number of important transport phenomena have been !

identified to take place during solidification of steel and non-
ferrous alloys, aqueous solutions and other
multicomponent systems and are summarized in Table 2. Many of

the physical phenomena identified do not appear to have been
studied, and their importance is not understood. Discussions of |
transport phenomena during solidification of pure substances, |
eutectics and dilute alloys, together with extensive lists of up-to- !

date references can be found in recent reviews (Brown, 1988;
Viskanta, 1988, Yao and Prusa, 1989). Forced and
thermocapillary convection as well

the particular system considered.
Table 2. Important transport phenomena during solidification of
binary alloys.
1. Thermal and solutal buoyancy force driven convection
Convection driven by thermocapillary forces
Double-diffusive convection

2
3
4. Floating and settling of free (equiaxed) crystals
5

Bulk convection due to expansion or contraction upon !

solidification

Interaction of equiaxed crystals with the solidification fronts

Thermal dispersion caused by interaction of liquid with |

dendrites in the mushy region
Anisotropic heat conduction in crystals
Dendrite breakage and transport.
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binary and .

as filling effects are |
intentionally omitted from this discussion, since they depend on |




Transport of heat and species is of particular interest because
it normally constitutes the rate-determining process for the
progress of solidification. Many problems in solidification can be
attributed to improper control of heat and fluid flow and species
redistribution. For example, cracking due to large thermal stresses
is caused by uncontrolled heat flow during solidification, and
fractures often occur along highly segregated grain boundaries
(i, hot tearing). Thermal and solidification contraction may
result in pore formation, shrinkage cavities, internal stress, and
air-gaps between the mold and the ingot. Furthermore, the
structure of the grains (microstructure) and, therefore, the
mechanical properties of a material are strongly influenced by melt
convection (i.e., interdendritic flow) and heat and species transfer
on microscopic and macroscopic levels during solidification.
Understanding of transport phenomena during solidification is
important for process optimization and control. For example, in
modern foundry technology, predictions of the solidification rate
and temperature distribution during the process are needed for
controlling fundamental parameters, such as stripping times for
ingot and form casting, withdrawal rates for continuous casting,
etc.

Motion of either the liquid or the solid phase can induce
compositional inhomogeneities on the system scale, which are
called macrosegregation. These inhomogenities are caused by
uncontrolled species transport due to melt convection (Fisher,
1981). Typical macrosegregation patterns of an alloy ingot are
shown schematically in Fig. 6, which depicts a statically cast
ingots (Flemings, 1974). Segregates refer to regions of significant
enrichment, and both the core and "V" segregates result from
buoyancy driven flow due to the interdendritic liquid being
enriched with the heavier constituent. The "A" segregates result
from enrichment due to the higher constituent. In alloys the
density changes which produce buoyancy driven flows are often
called thermo-solutal or double-diffusive convection depending on
the orientation relative to the gravitational field, the thermal and
solutal buoyancy forces either augment or oppose each other. For
example, for solidification from the side, the downward buoyancy
force due to the horizontal temperature gradient is opposed or
augmented by solutal buoyancy forces, depending on whether the
lighter or the heavier component is rejected during solidification.

I]‘ i
"Cone"
Segregate

"A" Segregates V" Segregates

Schematic representation of possible segregate
patterns in a statically cast ingot (after Flemings,
1974).

‘Figure 6.
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Due to the much lower mass diffusivity relative to the thermal
diffusivity of metal melts or binary solutions, the liquid retains its
composition. This may induce solutal layering as shown
schematically in Fig. 7. Layering may also produce stable
stratifications or the formation of plumes. Solutal layering has
been shown to cause strong irregularities in the advance of
columnar dendritic growth front and even remelting (Beckermann
and Viskanta, 1988; Magirl and Incropera, 1992). Since most
fluids have vastly different diffusivities for heat and mass, the
combined thermal and solutal natural convection is often called
double-diffusive convection. Because the liquid retains its
composition far more effectively than its temperature, double-
diffusive systems can display a variety of interesting and
unexpected convection patterns. Double-diffusive convection is
present in virtually all multicomponent mixtures undergoing phase
change in a gravitational field. Temperature gradients may be
externally imposed on the system and are affected intemnally due to
the release or absorption of the latent heat. Concentration
gradients are a direct consequence of the different solubilities of
the chemical species in the solid and liquid phases. Hence,
double-diffusive convection is naturally present in solidification
systems and can usually not be avoided.

Double
Diffusive
Convection

| Cell

Liquidus
- Interface

Salt
|- Fingering

Figure 7.  Schematic representation of conditions within a
series of double diffusive convection cells at 48
minutes during solidification of aqueous ammonium
chloride from a side (from Magirl and Incropera,

1992).

In summary, the importance of convection during
solidificaion of multicomponent mixtures has been well
recognized, but relatively little systematic experimental and
theoretical work has been done to provide a general understanding
of the various transport phenomena involved, particularly for
solidification of metal alloys. The effects of a non-stationary solid,
i.e., the floating and settling of equiaxed crystals, convection due
to surface tension gradients, and penetration of bulk liquid into the
mushy zone ar not well understood. Other important transport
phenomena associated with solidification of binary and mult-
component systems include remelting of the solid in different parts
of the system, effects of anisotropic crystal structures (i.e., thermal
conductivity, permeability), gap formation between mold and
solid, and interaction of particulate matter with the solidification
front.



Transport in the Mushy Layer. If the fluid flows through the
interstices of the mushy zone, formed by dendritic crystals filled
with fluid, the transport of both heat and solute is altered. This
transport can increase growth of the dendrites or cause them to be
melted (Beckermann and Viskanta, 1988; Magirl and Incropera,
1992). Hence, there are complex interactions between fluid flow
and solidification of alloys in which density gradients generated by
solidification drive a flow that can, in turn, modify the crystal
structure and the growth rates. Conversely, the growth and
dissolution of dendrites, induced by buoyancy driven convection,
alters the permeability of the mushy zone which changes the
pattern of convection. As an off-eutectic is solidified, the two-
phase mushy region formed between the pure solid and liquid
regions, which is essentially a liquid-saturated, porous crystalline
structure, can be considered as a porous medium. Depending on
the type of alloy being solidified, the mushy region can be nearly
isotropic or highly anisotropic but continuously changing with
time as the solidification progresses.

The mushy zone is viewed as a porous medium (Mehrabian
et al., 1970; Viskanta and Beckermann, 1987), and the directiona:
nature of the columnar dendritic structure requires consideration of
the flow on a microscopic scale (Poirier, 1987). The interdendritic
fluid flow in the mushy zone is described by a permeability tensor
which contains the interfacial area concentration explicitly, which,
in turn, can be releted to the hydraulic radius. Poirier (1987) has
shown that the radius can be related to the primary and secondary
dentrite arm spacings. Simulations have revealed that anisotropy
(directionality) of the dentrite structure has the potential of
affecting interdendritic flow patterns and solidification dynamics
(Yoo and Viskanta, 1992).

Mathematical Modeling of Alloy Solidification. It is beyond
the scope of this brief account to discuss extensive body of
literature on mathematical modeling of alloy solidification on
macroscopic or microscopic-macroscopic scales. Kecent reviews
of solidification modeling, including treatment of the mushy zone.
are available (Viskanta and Beckermann, 1987; Rappaz, 1989
Huppert, 1990; Beckermann and Viskanta, 1993) and the
references cited therein. Suffice it to say that modeling of allo
solidification with convection started with the work of Flemings
and Nereo (1967). They treated the mushy zone as a variable
porosity medium and predicted macrosegregation due to flow
driven by the solidification contraction only. The effect of gravity
was first introduced by Mehrabian et al. (1970), who used Darcy’s
law to model the flow in the mushy zone by also accounting for
buoyancy.

There are essentially three approaches: (i) diffusive mixture
theory, (ii) continuum mixture theory, and (iii) two-phase volume
averaging procedure for analyzing macroscopic transport
phenomena in the mushy zone during binary alloy solidification.
The three formulations governing the fluid motion and evolution of
an alloy in a state of mixed liquid and solid phases are compared,
and points where the formulations agree and disagree are
highlighted (Beckermann and Viskanta, 1993). An account is also
provided of the many basic modeling issues left to be resolved.
For example, it is not clear how to combine the known effects of
convection on the growth of crystal aggregates (i.e., "mushy
zones") in a single macroscopic transport model.

EXAMPLES OF SOLIDIFICATION SYSTEMS

Fluid motion can play a fundamental role in the phase
transitions that accompany solidification of alloys, because when a
melt of two or more components solidifies the composition of the
solid differs from the original melt. The difference in composition
between the melt and the solid product implies that the
composition of the melt in the neighborhood of the solidification
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front can be different than in the bulk. The differences in
temperature and composition produce density differences, which
can drive fluid motions, convective transport of both heat and mass
and alter the rate and maybe even the mode of the solidification |
processes. Even though motions in the melt can be produced byi
means other than interaction of density with a gravitational field’
(refer 1o subsection on Transport Phenomena), buoyancy driven.
transport during solidification is of considerable practical and!
theoretical interest and has been studied more extensively. For this
reason several examples of binary alloy solidification in which |
fluid motion is produced by buoyancy will be discussed here. The}
interactions that occur in a gravitational field depend strongly upon;
direction of solidification relative to gravity; therefore, as anj
illustration, solidification from the bottom, side and combined side |
and bottom chilling will be discussed. !

Solidification from Below. Solidification that results from
cooling an off-eutectic binary alloy from a flat horizontal surface
at the bottom, represents a very simple physical situation which is
not only of considerable practical interest, but it also reveals many|
important salient features of the process. For example,
unidirectionally solidified castings, where cooling is applied at the
bottom mold wall, a columnar structure is grown, which results in
a stronger cast (Kurz and Fisher, 1989). This is owing to the fact
that in metal alloys the mushy region is dendritic, and the dentrites!
are aligned with the direction of strongest thermal gradient.

In the simple geometry in which a melt is solidified from
below three different regimes may be distinguished by whether the,
density of the melt is increased, decreased or remains constant
when the melt is depleted of the component forming the solid
phase. A schematic diagram of the first two regimes is shown ini
Fig. 8. The last regime corresponds to the solidification of a melt]
having eutectic composition and is of lesser interest to this)
discussion. When a binary melt is solidified from beiow, rejection
of a lighter component than the parent liquid can result 1n an
unstable composition gradient which opposes the stablel
temperature gradient. The density of the liquid appears as in Fig,
8(b). The density inversion ahead of the dendrite tips may induce
convection in the form of thin plumes ascending from the dendrite
plus liquid (mushy zone) interface. !

)

(b)

Figure 8.  Schematic of dendrite solidification front Wi[hir
accompanying temperature, solute and density
profiles: (a) stable interface between melt and solid
on the release of melt whose density exceeds that of:
original melt and, (b) unstable interface between melt
and solid whose density is lower than that of the

original melt.




Figure 8(a) shows one-dimensional solidification of a melt.
Both heat and species are transported entirely by molecular
diffusion, and temperature and composition profiles are stably
distributed [Fig. 8(a)]. This leads to a stable density profile and no
motion occurs in the melt. However, the system is susceptible to
morphological instability that causes the solid/liquid interface to
change from planar to a state of a cellular pattern (Davis, 1990).
Several experimental and theoretical studies in which the
generated compositional density field is stable and the fluid in the
mushy layer is stagnant have been reported (Huppert and Worster,
1985, Webb and Viskanta, 1986; Braga and Viskanta, 1990).
Good agreement between predicted and measured temperature
profiles during solidification of NaCl-H,O and NH4CIl-H,0
solutions was obtained when the local solid fracton was
determined as a function of temperature from the phase diagram
(Braga and Viskanta, 1990). Surprisingly, good agreement was
obtained between the experimental results and the predictions of a
model in which the solid fraction was assumed to be constant
throughout the mushy layer (Huppert and Worster, 1985). To
explain this finding Worster (1991) argued that a solidifying
system incorporating a mushy layer adopts a configuration of
marginal thermodynamic equilibrium, which is achieved if the
temperature gradient is equal to the local liquidus temperature on
the liquid side of the mush-liquid interface.

It is generally understood that unidirectional (vertically
upward), solidification of a binary alloy can induce finger-like,
double-diffusive convection, which is responsible for a severe
form of macrosegregation known as freckling (Copley et al., 1970;
Giamei and Kear, 1970). The freckles have been linked to flow
channels which develop in the mushy region and through which
ascending plumes penetrate to the overlying bulk liquid. From an
experimental study with aqueous NH4Cl model alloy (Sample and
Hellawell, 1984), it was concluded that freckle nucleation occurs
at the growth (liquidus) front and that, concomitant with
establishment of an ascending plume, there is downward
propagation of the channel toward the chilled surface.

Using shadowgraph (Chen and Chen, 1991), and
shadowgraph, particle tracking, and dye injection into the mushy
region (Magirl and Incropera, 1992), detailed photographic
investigations of unidirectional solidification of an aqueous
ammonium chloride solutions (a transparent analog) have been
carried out and revealed an array of fascinating phenomena. When
solidification of a 27% solution is induced by chilling the solution
from below, dendritic crystals which form at the cold surface eject
lighter, solute deficient fluid. The attendant instability is
manifested by finger-type double-diffusive phenomena. As the
mushy region grows from the bottom surface, perturbations in the
fluid variables at the liquidus interface cause localized remelting
and the downward development of channels in the mushy region.
While solutal plumes which ascend from channels strengthened,
the fingers slowly weakened, and in the later stages of the
experiment salt fingering was ultimately suppressed, and the
plumes became the primary mechanism for convective transport of
interdentritic fluid into the melt (Fig. 9).

With increasing Reynolds number (based on plume
diameter), motion of the most vigorous plumes became helical in
nature (Fig. 10), and wisps of falling liquid appeared to shed from
the outer bends of the plumes (Magirl and Incropera, 1992). These
wisps were seen both with the shadowgraph and flourescein dye
injection techniques. Slight double-diffusive layers began to
develop in the bulk liquid about one hour into the experiment and
the double-diffusive layering is clearly evident in Fig. 9. At
approximately 2 hr 30 min into the experiment, only two weak
plumes remained, and double-diffusive layers also became less
distinct, with attendant weakening of the convection cells.

(c) (d)

Figure 9. Shadowgraph images of unidirectional solidification
of 27% aqueous ammonium chloride solution
showing plumes emanating from channels in the
mushy region and organization and strengthening of
plumes, suppression of salt fingering and double-
diffusive-convection within the melt: (a) 15, (b) 30,
(c) 60, and (d) 120 min (from Magirl and Incropera,
1992).

Thermally
Driven .
Double-
Diffusive
Interfaces §
Figure 10. Shadowgraph image at 106 minutes of three helical

plumes showing double-diffusive layering and cold
"wisps" of fluid flowing from bends in the plume
during solidification of 27% aqueous ammonium
chloride solution (from Magirl and Incropera, 1992).

Sample and Hellawell (1984) have determined that channel
formation depends strongly on perturbations associated with
lighter fluid at the liquidus front, while Huppert (1990) and
Worster (1991) provided physical interpretations of formation of
channels within the mushy region. Although morphological and
hydrodynamic instabilities associated with unidirectional
solidification have been analyzed (McFadden et al., 1984; Sarazin
and Hellawell, 1988), it is only recently that macroscopic model
has been used to predict detailed transport phenomena and to
delineate the origin of freckles and their relationship to channel
formation (Neilson and Incropera, 1991 and 1992).
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Solidification of a Binary Alloy Cooled from Above.  The
interaction between the solidification and convection that occurs
when a binary alloy is solidified from above has been studied by
Cao and Poulikakos (1990) and by Kerr et al. (1990a, b, ¢) in a
series of three papers. Kerr et al. (1989) and Huppert (1990)
present summary of the detailed analysis and experimental
techniques described in Kerr et al. (1990a, b, ¢). This subsection
highlights the important contributions of these studies.

When a hypoeutectic aqueous ammonium chloride solution
is cooled from above, three distinct regions exist in the cavity
during the solidification process, independent whether the bottom
of the cavity is adiabatic or is heated as long as the temperature is
above the eutectic point (Cao and Poulikakos, 1990). These three
regions are shown schematically in Fig. 11. If the top boundary
temperature Ty, is below the eutectic temperature Tg solid is
formed in which heat and mass are transported by diffusion. The
mushy layer, consisting of a complex mixture of crystals and
liquid, exists between the solid and liquid regions. Throughout the
mushy layer the temperature is constrained to equal the liquidus
temperature of the interstitial melt. In the mushy zone, heat and
mass transfer occur in both phases, and liquid motion is possible
because of the permeable nature of the solid matrix composed of
dendritic crystals. The porosity and permeability of the mushy
zone varies both spatially and temporally and is not known a
priori. The interfacial temperature T; (i.e., between mush and
liquid) is less than the equilibrium freezing temperature of the melt
Tp(Cy). In the liquid phase, convection is affected by the
simultaneous action of temperature and composition gradients.
Intense mixing ("low frequency turbulence”) in the melt keeps the
temperature uniform.

Liquid

z=H

Insulated

Sketch of the temperature profile for a binary melt
cooled from above with a growth of a solid mushy
layer and the liquid layer when the boundary
temperature Ty, is lower than the eutectic temperature
Tg and the base plate is adiabatic.

Figure 11.

The measured temperature distributions in the mushy region
were linear and this indicated that conduction is the dominant heat
transfer mechanism, despite the fact that the liquid motion takes
place in the intersticial space. Even though the melt is
convectively unstable because it is cooled from above, the motion
is not sufficiently intense to affect the temperature field. Flow in
the liquid region was characteristic of double-diffusive convection
with unstable concentration gradients (Cao and Poulikakos, 1990).
Salt fingers were clearly visible in the vicinity of the solid/liquid
interface at high initial concentrations, which were caused by
precipitation of NH4Cl.
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When an initiaily homogeneous aqueous solution of Na; SO,
is solidified, a schematic diagram of the configuration of the solid,
mush and melt is shown in Fig. 12. If the boundary temperature
Ty is less than eutectic temperature T;, the formation of a
completely solid layer results as in the experiments of Cao and
Poulikakos (1990). The solid extends from the cooled plate down
to a mushy zone of dendritic crystals and intersticial melt. The
melt is convectively unstable because it is cooled from above and
vigorous convection is present. The second solid layer which
usually appears once the melt temperature reaches the equilibrium
freezing temperature Tg(C,) is a solid layer of crystals that grows
on the bottom at a rate sufficient to keep the melt on the liquidus
(Kerr et al., 1990c). As solidification progresses, the solid below
the cooling plate merges into the solid growing from the floor.
The experimental results with aqueous solutions of sodium
sulphate are in agreement with the quantitative predictions of a
simple theoretical model.

Insulated

Figure 12.  Sketch of the temperature profile for a binary melt
cooled from above with release of melt whose!
density is less than that of the original melt with the.
boundary temperature T}, that is below the eutectic; .

temperature Tg (after Kerr et al., 1990c).

When the temperature of the cooling plate Ty, (at the roof
2=0) is less than the liquidus temperature Ty (C,) where C, is the
initial composition of the melt, but greater than the eutectic
temperature Tg, solution is released whose density is less than t_lu_u
of the original melt. The solid forms a mushy layer of dendritic
crystals, and the interstices accommodated the residual fluid. In
the experiments with the aqueous 17 wt % isopropanol solution no.
solid was formed at the top chilled plate (Kerr et al,, 1990a).

Solidification at a Vertical Wall. During off-eutectic binary
melt solidification, density gradients result from both temperature
and composition differences and may induce augmenting or
opposing body forces. When solidification along a vertical cooled
boundary, the buoyancy force due to the horizontal temperature
gradient may be opposed (or augmented) by the upward (of
downward) buoyancy force due to the composition gradient. The
physical situation for which the density difference at the wall d
to the temperature, Apy, is positive, which corresponds to a cooled
wall and by itself would induce downwards motion, while ‘dn
density difference at the wall due to composition, Apc, is negative
which corresponds to the release of less dense fluid and by i
induces upwards motion. This situation has received
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attention because of its relevance to geophysical (Huppert, 1990)
and metallurgical (Incropera and Viskanta, 1991) contexts. It is
also of fundamental fluid-mechanical interest because of the
inherent possibility of a bidirectional boundary layer and double-
diffusive convection.

To observe convection phenomena during solidification,
experiments have been performed in transparent salt solutions.
Recent accounts are available (Thompson and Szekely, 1988;
Huppert, 1990; Magirl and Incropera, 1992). Development of the
liquidus front and double-diffusive convection in the solidifying
NH4Cl-H,O melt are revealed by shadowgraphs (Beckermann
and Viskanta, 1988). Initially, some of the solid dendrites which
form at the chilled wall are detached due to shear forces imposed
by thermally driven recirculation in the melt and fall to the bottom.
After a short time, however, the dendrites become firmly attached
and the solidification proceeds almost exclusively from the chilled
wall. Lighter, water-enriched liquid resulting from solidification
ascends through the mushy region to the top of the cavity, as well
as along the liquidus interface. Accumulation of compositionally
lighter (water-rich) but thermally heavier (colder) fluid in a
horizontal layer at the top of the test cell is conductive to the
establishment of a diffusive interface which separates the layer
from underlying fluid which is compositionally heavier and
thermally lighter [Fig. 13(a)]. The number of double-diffusive
interfaces (and layers) decreases as some of the interfaces weaken
and the layers merge. Each double-diffusive layer is occupied by a
flat convection cell superimposed by two smaller convection rolls
recirculating in the same direction near the liquidus interface and
the vertical hot wall. As the solidification proceeds [Fig. 13(b)],
the water enriched fluid layers with lower liquidus temperatures
expand downward. Remelting of dentritic solid formed earlier
occured, and the shape of the liquidus interface is strongly coupled
with the location of the double-diffusive interfaces.

The major conclusion of the experimental and theoretical
modeling studies (Huppert 1990; Incropera and Viskanta, 1992;
Prescott et al.,, 1992) is that solidification from the side of an
initially homogeneous solution results in the vertical composition
gradient in the melt and macrosegregation as well as channeling in
the mushy zone. The gradient results from the convection driven
by the fluid released on solidification and cooling of a vertical

¢ compositional gradient from the side wall leads to an array of

€
C

nearly horizontal double-diffusive layers separated by sharp
interfaces (Fig. 13).

While current continuum models have successfully
predicted phenomena such as double-diffusive convection and
macrosegregation following solidification, quantitative agreement

., between model predictions and experimental results for aqueous
- solutions has been less satisfactory (Beckermann and Viskanta

1
n
9

T

': of 27% aqueous

1988; Christenson et al., 1989; Neilson et al, 1990). The
differences have been attributed primarily to uncertainties in
model input parameters (Neilson and Incropera, 1991).

In many solidification processes, the melt is charterized by a
free surface and convection may be influenced by thermal/solutal

; buoyancy forces as well as by related surface tension gradients.

The combined influence of surface tension and buoyancy forces
driven flows on solidification in a one-g environment has been
assessed experimentally and theoretically for NH4Cl-H;0
solution in a square cavity, with one-side wall chilled
(T, =~23 °C) and the opposing wall maintained at the initial melt
temperature (Engel and Incropera, 1989). The initial composition
ammonium chloride solution provided
" hypereutectic conditions for which lighter, water-rich fluid was
rejected interdendritically. At steady-state conditions the flow was
found to be dominated by a single cell and water enrichment of the

:'g entire liquid had enhanced remelting near the bottom of the cavity.
s{: Recirculation of the melt was driven by combined thermal
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Figure 13. Shadowgraph images of solidification at a vertical
wall using a 27% aqueous ammonium chloride
solution in a square cross-section enclosure having
dimensions of 141 mm with a hot wall temperature at
20°C and cold wall temperature at —30 °C: (a) 60
min and (b) 240 min after solidification has been
initiated. The dark vertical lines are the images of
electrochemical probes for determining local salt
concentraitons and thermocouples for measuring
local temperatures (from Song, 1992).

buoyancy and surface tension forces, and the incidence of warm
fluid from the heated sidewall was responsible for the final liquidus
shape. Flow visualization results confirmed many features of
predictions; however, significant differences were associated with
the chronological pattern of cellular flow development and the
time required to reach steady-state (Engel and Incropera, 1989).




Side and Bottom Wall Solidification. Simultaneous chilling
from the sidewalls and bottom is typical of ingot solidification.
Both flow visualization and quantitative measurements using a
27% ammonium chloride solution were made when the solution
was statically chilled from both sides and bottom in a two-
dimensional rectangular test cell (Magirl, 1992; Magirl and
Incropera, 1992). Creation of a dense slurry, double-diffusive
convection and undercooling of melt were observed (Fig. 14).
Dendrite breakage on the side walls and dendritic fracture within
the side wall mush established a slurry zone which subsequently
enhanced formation of large equiaxed regions in the bottom of the
base. Crystal erosion created A-segregate type channels which
were observed and traced with dye injection (Magirl and
Incropera, 1992). Also, the channels in the side wall mush

enhanced fluid motion in well established double-difffusion
convection cells. The cells impeded motion of plumes emnating
from volcanoes in the bottom mush. Within the melt, water-rich
fluid formed above warm, salt-rich fluid. Crystal nucleation on
thermocouple probes located well within the melt provided
evidence that significant undercooling existed within the liquid
region.

(a)

(c) (d)

Figure 14.

Shadowgraph images of solidification using a 27%
aqueous ammonium chloride solution for concurrent
side and bottom wall chilling: (a) 10, (b) 15, (c) 30,
and (d) 60 min (from Magirl and Incropera, 1992).

Numerical simulation of solidification from the side walls
and bottom using a continuum model predicted trends in
temperature and composition variations but failed to provide good
quantitative agreement with the data (Magirl, 1992). The model
did not account for turbulent mixing caused by salt fingers as well
as slurry-transport effects and resulted in underprediction of heat
and species transport across the liquidus interface. Finally, the
assumption of thermodynamic equilibrium predicted a large and
physically unrealistic mushy region which altered flow conditions
in the melt.

CONCLUSIONS

We conclude that macroscopic transport phenomena can
play a dominant role in many solidification problems of
geophysical, technological, biomedical and food processing
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interest. For example, the core problem in metallurgy and
solidification of binary metal alloys in particular is to understand
microstructure  formation and how macroscopic transport
phenomena impact the metallurgical and mechanical properties of |
an alloy on the microscale. |

On a macroscopic scale, the solidification process is
primarily controlled by heat diffusion, and traditionally convection .
of heat and mass have been of secondary importance in modeling |
of solidification processes. Although significant progress has been |
made in recent years, most of it has come from metallurgists and |
materials scientists. Despite the nature of the problem, only more |
recently have transport phenomena in solidification processing |
been considered by researchers in the thermal sciences. Often this |
has been due to the fact that most real solidification and materials
processes are complex, not well-defined, and difficult to study
experimentally or formulate mathematically. Owing to the
important role played by the fluid flow and heat and mass transfer |
processes during solidification, there is, however, a definite need
for thermal scientists to become more involved and represents an
excellent opportunity for interdisciplinary research in an important
field of technological interest.

In short, there are many transport phenomena related issues |
occurring during alloy solidification that challenge a thermal
scientist. In the past some of these problems were traditionally
taken 10 be the domains of applied mathematicians, geologists, .
geophysicists, crystal growers or metallurgists. Now, a more ;
interdisciplinary approach is needed to solve a very complex |
problem encompassing a range of engineering and scientific
disciplines (see Fig. 1). :
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Outline Remarks on the General Differential Equation

e The variable ¢ can stand for a velocity component,
temperature, a turbulence parameter, etc.

® Nature of Numerical Methods
: Eccal(l?:ennilr ?}l% %%!:\Ezt:;gp;:gcgiffusion ¢ Forsach meaning of §, ther e i pRding POt
®  Solution of the Flow Equations T 8,.and boundary condifions.
e  Turbulence Models : : £ i i i bles us to
iodi 3 e e The identification of a general differential equation enables u
: icnr:l’; ;;:Saltl)? Eﬂf g::}?;?]pt::s&tuanons develop a general solution method and to build general-purpose
. Appli(:ations & computer programs,
. The Control-Volume Approach
Task of a Numerical Method (The Finite-Volume Method)
To compute the distribution, in space and time, of the velocity A AN -
components, pressure, temperature, concentrations of chemical ki h Y
species, turbulence parameters, and other related quantities. - [ -,
The values of th iabl I d at grid o %?//P% &
¢ values of these variables are usually computed at gri
points or nodes. As the grid becomes finer, the numerical solution M'%
approaches the exact solution of the differential equation. S
Fant Y Y
L"/ N S
General Differential Equation
Ingredients of a Discretization Equation
d d d (.90
5t (P9) + 5 (Puid) = - 1"3; +8 e Fluxes at the control-volume faces
* ! 4 — convection and diffusion
e Storage/gencration in the control volume
— unsteady and source terms
¢ = general dependent variable
p = density
u; = velocity in the x; direction Result:
I’ = general diffusion coefficient
S = source term aphp = apdp + aydw + aydy + g +b
This equation has a direct physical meaning.
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Treatment of Convection and Diffusion

The total convection and diffusion flux is
expressed in terms of ¢p and ¢g. Upwind
formulations gives more weightage to the
value on the upstream side,

Treatment of Convection and Diffusion (continued)

Fan) A'\ fl\
A = \lJ hr
i
o Plie . o oo s &
]

W P I« E EE ! ]
Fant nY Fant
W L A\

Higher-order schemes express the flux in terms of more than
two values of ¢. Examples: cubic-spline, flux-spline, QUICK,
second-order upwind.

Skew schemes use the direction of the velocity vector to
calculate the convection flux.

The k-g Turbulence Model

Turbulence is characterized by the turbulence kinetic energy k
and its dissipation rate €.

Turbulent viscosity is given by p; = cupklfs.

The quantities k and € are obtained by the solution of two
differential equations.

The turbulent conductivity T’y is obtained from
1"1 = cpl"'ffﬁl

where @ is a turbulent Prandtl number, usually taken as a
constant.

The k-e Equations

d d d dk
3 (PK) + % (puik) = ax; [%; ;3?:] +P-pe

d d a
ot (PE) + 55 (puse) = ga;; {gia_fj'* % (€1P - c2p)

i 9uj)dy;
"=”1(§";5+ a#i]a‘,-

Empirical Constants:

cu=009, ox=10, Og=13, c; =144, c;=192

Solution of the Flow Equations

The coupling between the momentum and continuity equations
requires a special treatment.

In the SIMPLE procedure (and its variants SIMPLER,
SIMPLEC, etc.), a guessed pressure is used in a preliminary
calculation of the velocity field. Then the continuity equation is
converted into a pressure-correction equation. The resulting
corrections are used to obtain the corrected pressure and
velocity fields

Treatment for the Near-Wall Region

Use of wall functions. Universal behavior for the viscous
sublayer is assumed near a wall.

Low-Reynolds-number k-€ model. The model is enhanced
to include the effect of laminar viscosity in the near-wall region.
To use the model, very fine grids near the wall are needed.
The model can predict transition, relaminarization, and other
special phenomena.

Turbulence Models

The time-averaged equations for velocity and temperature
contain additional terms known as turbulent stresses (pu'v’)
and turbulent heat flux (pu'T’).

The task of a turbulence model is to provide a means of
calculating these terms.

Often the turbulent stresses and fuxes are expressed in terms
of a turbulent viscosity and turbulent conductivity.

Analysis of Heat Exchangers

Micro-Analysis: Calculation of flow and heat transfer in the
individual passages of the heat exchanger. Use of periodic
boundary conditions.

Macro-Analysis: Calculation of flow and heat transfer in the

whole heat exchanger. Use of the distributed-resistance
concept.
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Introduction to the Distributed Resistance Concept
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Introduction to the Distributed Resistance Concept
(continued)
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Implementation of the Distributed-Resistance Concept

e Use the porosity values to account for the actual areas and

volumes, which are different from the nominal areas and
volumes.

o Introduce the distributed resistance to flow as an additional

source term in the momentum equations.

¢ In the energy equations for the two fluids, use the distributed

resistance to heat transfet to obtain the local heat gain/loss of
each fluid.

Closing Remarks

The control-volume method offers a general, convenient, and
efficient procedure for the solution of flow and heat transfer.

Turbulence models play a central role in the prediction of many
practical situations.

The use of periodic boundary conditions is useful in the micro-
analysis of heat exchangers passages. The distributed-
resistance concept is used for macro-analysis.

The application of the method to a number of practical problems
gives not only the numerical data for design but also increased
insight into the physical processes involved.
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SUMMARY

The Mow acroos a circulor cylinder with coymmetric oeraration fonio  wao
uwwa‘gmdﬂa-t high subcritical Reynolde rumbers. The resulis wene ;awm with
thooe obtained fon the came cylinder with oymmeiric oenarodion foirdo. Presoure
diotribution on the cylinder ourface. velocity in the wake and rirouhal number were
measured. I wao found out that the acymmetiy afterc the norametenc of the flow and
generates a conciotent bift fonce. The nesudts were not cornected fon Slockage and
tunnel wall Saundary fayer interference effecto.

INTRODUCTI ON

The flow across circular cylinders has
been the subject of many investigations since
the end of the last century, mainly because
of the diversity of phenomena which are
observed when Reynolds number is varied. One
of the characteristics of this flow |is
vortex shedding in a well defined frequency
at a large range of Reynolds numbers.

The process of vortex shedding on the

cylinder starts around Re = 40, transition
from laminar to turbulent flow occurs within
the free shear layers above Re = 300, moving
towards the separation points at increasing
Re (Bloor, 1964). At a Re of around axloIs
Ceritical Reynolds number - Recr b
transition in the free shear layers is

sufficiently close to the separation points,
and reattachment occurs forming bubbles on

the cilinder's surface CRoshko, 1961D. This
causes a large decrease in the cylinder’s
drag, since the separation points are moved
to the back of its surface, decreasing (in
modulus) the base pressure. Some researchers
(Bearman, 1969 and Schews, 19830 have
measured an average 1ift coefficient
different from zero in the critical range.

These authors have explained the above result
through an asymmetric pattern, where only
one bubbl e is present on the cylinder
surface. In the supercritial range two
bubbles can also be observed, but at Re of

about 1.350xd OES they disappear, changing the
parameters of the flow again (Schewe, 1983D.
To the authors’ Knowl edge, no
information exists about the flow around a
circular cylinder . when laminar separation
occurs on one side of it and turbulent on the

other This asymmetric pattern can be
obtained by placing a very thin steel wire
parallel to the cylinder axis, along its

span. The laminar-turbulent transition of the
boundary layer is forced on the side where
the wire was placed without changing the
laminar characteristic on the other side.

In the present paper, the above
technique is used and the main flow
parameters are measured, for a circular
cylinder with and without the wire, that is,

and symmetric patterns,
respectively. Pressure distribution on the
surface, wvelocity in the wake and the
Strouhal number were obtained and compared
for both configurations in a Reynolds number
range at the end of the subcritical regime.

asymmetric

EXPERIMENTAL ARRANGEMENT

The experiments were carried out in a
blower wind tunnel of open circuit type with

cCross section 4857 x 457 mm ( Aerocdynamics
Laboratory, ITAD. Its mean turbulence level
through the range of Reynolds numbers
investigated was 0.85%. Fig. 1 shows the

arrangement of the
tunnel test section.

cylinder inside the wind

¥

4 N

457 mm

S ‘_-___* =
& i
Flow

AN Z

!—- 457 mim 1

Cylinder

Tunne! Test Section

Figure 1. Tunnel test section sketch.

The cylinder spans the test section
horizontally and the flow could be assumed
two-dimensional. Actually this is not true,
due to effects of the tunnel wall boundary
layers which alter the spanwise pressure
distribution behind the cylinder.

The blockage ratio is high in the
present experiment 1e. 20, but no
corrections were made in the results due to
the comparative nature of this work. The
length to diameter ratio of the circular
cylinder was 6.15.

The diameter of the wire used to force
transition over the cylinder was 0.56 * 0.02
mm. The wire was placed in three different.




angular positions (& = 80, 80 and 70 degrees)
and no difference in the position of the
separation point was observed. The middle
poesition was choosed for continuing the

tests & = 80° % 1°). The wire was firmly
fixed at the tunnel walls and touchs the
cylinder surface. In this way, the cylinder
could be rotated while the wire position was
kept constant. During the tests no wire
vibration was observed.

The cylinder was made of aluminium
and had a pressure tapping at mid-span, so
that the pressure distribution over it
could be ocbtained rotating the cylinder
around its longitudinal axis. The pressure
was measured by a Betz type manometer

+ 0.5 Pad in steps of 5.0°%

0.5°, with origin at the stagnation point on
the front side of the cylinder. Around the

Cuncertainty =

wire the steps were reduced to 1.0°+ 0.8°,

because intense pressure changes were
observed in this region. The cylinder had a
diameter (D) of 74.26 * O0.04 mm.

The length @f the formation region and
the average boundaries of the near wake were
obtained by hot wire traverses as exposed by
Bearman (1985), A DISA B55M CTA hot wire
System was used with a remote controlled
DANTEC Traversing System ( displacement
uncertainty = * 0.1 mmd), which enables the
hot wire probe to be put at any place behind
the cylinder.

Vortex shedding frequency was
determined using a spectral anal yser
CHP3582A0 connected to the hot wire system.

The signal from the hot wire probe showed a
very strong periodic component when the probe
was placed just ocutside the wake, and around
one and a half diameters behind the cylinder
axis. All the frequencies recorded during the
experiment were in the range 0 to 100H=z,

where the analyser has a resolution of
0. 4H=z.

The method of Kline and McClintock
1983 was used to evaluate the
uncertainties of the results. This method

considers not only the intrinsic uncertainty

of the instruments but also the way
measurements were taken. The odds that
mean values of the results are within its

uncertainties ranges are 20 to 1.

RESULTS AND DISCUSSION

The experiment was carried out in two
stages: Formerly, the pressure distribution
over the cylinder at mid-span was obtained
for two different Reynolds numbers - 5. 39>d04
= the latter, with the

and 1.28x10°; in
cylinder fixed, values of the base pressure

coefficient’ CCp, > and the frequency of vortex

shedding were taken for values

numbers in the

1.39:d.05. In the second stage,
traverses were performed in the
wake at the same Reynolds numbers used to
cbtain the pressure distribution. The

following discussion analyses the results.
Fd

of Reynolds
from B. 90:4:104 to
hot wire
cylinder's

range

Pressure, Distribution.
the pressure coefficient over
at mid-span for the

Fig. 2 shows
the cylinder
configurations with

Q1,00
Q

and without the wire at two different
Reynolds numbers, and Fig. 3 shows the
dependence of the base pressure coeficient,
Cpb, on Re for both configurations.
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Figure 2. Pressure distribution at mid-span.
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The main features are:

1> The separation points are no longer
symmetric when the wire was used. Table 1
shows the angle of the separation points for
the cylinder without and with the wire at two
Reynolds numbers.

Table 1.
Angular position of separation points

Without Wire ! Angles (&) tUncertainty )
Re = 5.89x10% | 92 and 288 ! +3
Re = 1.25A0° ! 90 and 270 ! +3
With Wire ! Angles £ {Uncertainty ™
Re = 5.89x10% 1121 and 268 : +3
Re = 1.28:40° 1120 and 271 ! +3
The separation points were assumed to

be those¢ where the pressure distribution
becames nearly constant.

It is interesting to note,
that separation occurs at angles quite
different from those reported to happen in a
smooth circular cylinder, in a uniform

e
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stream, at sub and supercritical

numbers -~ around 80° and 108°,
CBatham, 1973). This |is
blockage effects.

2) Within experimental accuracy, the
wire has no apparent influence on the
separation point at the opposite side of the
cylinder.

b Cpb varies slightly for the same

Reynolds

respectively
probably due to

configuration at different Reynolds numbers
but has a smaller (in modulus) value for the
cylinder with the wire, indicating a smaller
drag than for the cylinder without the wire.
In fact, integrating the pressure
distribution over the cylinder at mid-span,
drag C(Cd> and 1ift C(Cl) coefficients are
obtained for the circular cylinder , as can
be seen in table 2.

Table 2. Cd and Cl Coefficients

Without Wire ! Cl H Cd
Re = B. 89>d.04 0.01 £ 0.09 | 1.43 * 0.09
Re = 1.285x40 1.44 * 0.03

= 0.02 £ 0.03 !

With Wire
Re = 5.80x10

Re = 1.28x40

Cl
0.358 £ 0.09

0.41 = 0.08 !

Cd
0.96 * 0.0

0.94 0.03

4
5 .

i+

The values of Cd s for
both configurations, are greater compared
with those found in the literature
(McCroskey, 1977>. The high blockage ratio
was, probably, the cause of this discrepancy.
Taking into account only the resulis of
table 2 above, a smaller value of Cd for the
wire configuration is obser ved. The
appearance of a consistent 1lift force,
greater than the wuncertainty range, |is
another important ef fect due to the
asymmetric pressure distribution generated by
the wire.

42 The stagnation

cylinder with the wire,
towards the lower surfaces.

for the

shifted 3°

point

was

85) Just downstream of the point where
the wire was placed, very low wvalues of Cp
were recorded. This indicates the presence of
a small bubble behind the wire, formed by
the detachment of the boundary layer over it
and the following reattachment on the
cylinder’'s surface.

Wake Traversing. The values presented
in Fig. 4 were obtained moving the hot-wire
probe along the x-axis with y = O.

Considering the configuration without
the wire, a peak of Urms-Vw is observed at a
certain distance from the circular cylinder
center. Following Bearman (1988) and others,
this distance is associated with the length
of the formation region C1f), because at the
end of this region, external flow enters into
the near wake, causing higher values of the
fluctuation velocity. The wvalues for the

length of the formation region are shown in
table 3.

A shrink in the values of 1f is
verified when Re |is increased This
change in 1f is related to the position of
the laminar/turbulent transition in the free
shear layers, which moves towards the

separation points at increasing Re (Blcor,

1984D.
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Figure 4. Urms-Vo as a function of X-/D.
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Table 3. Length of Formation region C1fD
Without Wire 1| 1f-D
Re = E'r.BﬂEbd.(’.)4 i 1.80 * 0.03
Re = 1.25x10° ! 1.35 + 0.03
With Wire H if
Re = 5.89d10% ! 2.00 + 0.05
Re=1.25>d05 1 1.885 * 0.08

At some stations over the x-axis, a
fluctuating velocity in stream direction, was
measured along an axis parallel to the
y—axis. The positions for the maximum values
of Urms~Vw are plotted in Fig. B, showing the
average boundary of the near wake. For the
configuration without wire, a symmetrical
wake is ocbserved and the distance between
the free shear layers (d) reaches a minimum
at the point where Urms-Vo has its maximum
value. This observation was made before by
Bearman C19868), who states that the length
of the formation region could be obtained by
searching the minimum value of d.

For the configuration with the wire, an
increase of Urms-Vo is observed up to a
certain value of "x'". After this position a
nearly constant value of this parameter is
verified (see Fig. 42. There is not a well
defined peak of Urms-Vo and the length of
formation region cannot be obtained with
confidence. Perhaps, the above difficulties
could be explained with the results shown in
Fig. B., where it is observed that the upper
boundary of the average near wake "“bends"
towards the x-axis. The proximity of this
boundary with the hot-wire probe as it moves
far from the cylinder’s back surface, could
be the cause of the different behavior of
Urms- Vo, which was measured along the x-axis.
The values in table 3 were obtained with
the measurement of Urms- Vo along the x-axis.

The length of the formation region beina




estimated as the.distance from the cylinder’s
center to the point where Urms-Vo became
nearly constant. A shrink of 1f with
increased Re was also observed. This change
in 1f can be associated with the point of
laminar-turbulent transition within the free
shear layer on the side without the wire,
since the other is already turbulent

due to the wire.

1 © Cylinder without wire Re = 58900
1.00 -} + Cylinder without wire Re = 125000
a o Cylinder with wire Re = 58900
B ] o Cylinder with wire Re = 125000
- .
b ] . ; hs ; e + o+
] ° 0o p ﬂﬂ
; °© 0 o
0.00
1 o
| g 8 2°
. g4 8 0
_1.00-Illll|'l'l'||llllllll|l‘1'l'l|ll||ll|l
-1.00 0.00 2.00
X/D
Figure B. Configuration of the average

near wake boundaries.

Vortex Shedding. Fig. © shows the
variation of Strouhal number (St) with Re
for the configurations with and without the

wire. It can be seen that St remains
almost constant over the Re range
for each configuration, having higher
values for that with the wire. In fact,

the above result can be explained observing
the spacing between the free shear layers in
Fig. 8. For greater spacing, the growing up
process of the vortices in the formation
region takes more time, causing a lesser
shedding frequency.

0.30
e
W) o —e—6-960606000

0.20 —y + k4

+ linder without wire
0.10 o glinder with wire
0.00
30000 70000 110000 150000
Re

Figure 6. St as a function of Re.

FINAL REMARKS

The flow across a circular cylinder
with asymetric separation peints was
investigated in the high subcritical range.
It was found that the main parameters of
the flow change in a similar way to that as
if the flow over the cylinder had reached the
critical Reynolds number - a decrease in Cpb

Cin modulus? and Cd , an increase in St and
1f. Actually, transition is reached over only
one side of the cylinder, causing a shift of
the separation point at that side, and a

consequent asymmetry of the pressure
distribution over it. This asymmetry not only

alters the parameters already mentioned but
generates a consistent lift force.
The experiment indicates that, for

asymmetric flows, the method used by Bearman
19850 to find the length of the formation
region by detecting the point of maximun
Urms-Vo along the x-axis, would not be
adequate.

In a later research step, endplates
would be added to the cylinder, and an
attempt to obtain a blockage correction
Cperforming exper iments at differents

blockage ratios? would be carried out.
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